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Abstract. In this paper we describe an elimination process which is a de-
terministic rewriting procedure that on each elementary step transforms one
system of equations over free groups into a finitely many new ones. Infinite
branches of this process correspond to cyclic splittings of the coordinate group
of the initial system of equations. This allows us to construct algorithmically
Grushko’s decompositions of finitely generated fully residually free groups and
cyclic [abelian] JSJ decompositions of freely indecomposable finitely generated
fully residually free groups. We apply these results to obtain an effective de-
scription of the set of homomorphisms from a given finitely presented group
into a free group, or, more generally, into an NTQ group.

Contents

Introduction 88
1. Preliminaries 95
2. Splittings 101
3. Algorithms over fully residually free groups 120
4. Generalized equations over free groups 125
5. Elimination process: construction of T (Ω) 134
6. Elimination process: periodic structures 151
7. Elimination process: splittings of coordinate groups 165
8. Structure of solutions, the solution tree Tsol(Ω, Λ) 176
9. Maximal standard quotients and canonical embeddings of F-groups 179
10. Effective free decompositions 186
11. Homomorphisms of finitely generated groups into fully residually free

groups 191
12. Free Lyndon length functions on NTQ groups. 194
13. Effective construction of JSJ decompositions of groups from F . 199
14. Homomorphisms into NTQ groups 207
15. Some applications to equations in F-groups 207
References 210

1991 Mathematics Subject Classification. Primary 20F10; Secondary 03C05.
Key words and phrases. Free group, splittings, Bass-Serre theory, algorithms.
The first author was supported by NSERC Grant.
The second author was supported by NSERC Grant and by NSF Grant DMS-9970618.

c©0000 (copyright holder)

87



88 O. KHARLAMPOVICH AND A. G. MYASNIKOV

Introduction

JSJ decompositions: a bit of history and intentions. A splitting of a
group G is a presentation of G as the fundamental group of a graph of groups.
According to Bass-Serre theory, a group has a non-trivial splitting if and only if it
acts non-trivially on a tree. A splitting is cyclic [abelian] if all edge groups are cyclic
[abelian]. In [65] Sela introduced universal cyclic splittings of a particular type,
so called JSJ decompositions, which contain (in an appropriate sense) all other
cyclic splittings of the group. Such splittings are analogues to the characteristic
submanifold constructions for irreducible 3-manifolds described by Jaco and Shalen
[31] and Johannson [30], hence the name. Sela showed that JSJ decompositions
exist for freely indecomposable torsion-free hyperbolic groups. Existence of JSJ
decompositions for arbitrary finitely presented groups was shown by Rips and Sela
in [64], their method is based on group actions on R-trees. A different way to obtain
JSJ splittings of one-ended hyperbolic groups was proposed by Bowditch [10], he
used the local cut point structures on the boundaries. More general approaches
to JSJ decompositions of groups have been described by Dunwoody and Sageev
[19] and by Fujiwara and Papasoglu [22]. They use tracks on 2-complexes and
actions on products of trees, correspondingly. All these results prove the existence
of JSJ decompositions in various classes of groups, but do not give an algorithm to
construct them.

In this paper we algorithmically construct Grushko’s decompositions of finitely
generated fully residually free groups and cyclic [abelian] JSJ decompositions of
freely indecomposable finitely generated fully residually free groups. We apply
these results to obtain an effective description of the set of homomorphisms from
a given finitely presented group into a free group, or, more generally, into an NTQ
group.

Non-trivial JSJ decompositions of a given group G are very closely related with
automorphisms of G. Originally, they were used mostly to describe the automor-
phism group Aut(G) of G [65]. It turned out recently, that various types of JSJ
splittings are very useful in studying equations over groups and, more generally, ele-
mentary theories of groups. In particular, we show here that such splittings provide
a group theoretic counterpart to various pieces of Makanin-Razborov process and
give algebraic semantics to our elimination rewriting process from [36]. To explain
the main idea of our approach to JSJ we need some notation and definitions.

Three approaches to fully residually free groups. Let F = F (A) be a
free group with basis A. Fully residually free groups, which are also known as freely
discriminated groups [4], and ω-residually free groups [63], play a crucial role in
the theory of equations and model theory of free groups. Recall that a group G
is discriminated by F (or freely discriminated) if for any finite subset K ⊆ G of
non-trivial elements there exists a homomorphism φ : G → F such that gφ 6= 1 for
each g ∈ K. We describe these groups in Subsection 1.4 and discuss their properties
in Subsection 1.5. It is worthwhile to mention here that finitely generated freely
discriminated groups can be viewed in three different ways each of which gives
one essentially different tools to deal with them. First, they appear as coordinate
groups of irreducible systems of equations over free groups, so methods of algebraic
geometry over groups can be used here, as well as Makanin-Razborov’s techniques;
secondly, they can be obtained from free groups by finitely many free products
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with amalgamation and HNN extensions of a very particular type, hence one can
easily apply methods of Bass-Serre theory; thirdly, these groups can be faithfully
presented by infinite words over abelian ordered groups Zn, which provides one with
various cancellation techniques, Nielsen method, and Stallings’ foldings apparatus
to study their finitely generated subgroups. We frequently use all these techniques
below. Notice, that finitely generated fully residually free groups have some other
interesting characterizations. Remeslennikov showed that a finitely generated group
H is fully residually free if and only if H has exactly the same universal theory as F
[63]. Recently Sela described finitely generated fully residually free groups precisely
as the limit groups [67]. Champetier and Guirardel gave another characterization
of these groups as limits of free groups in a compact space of marked groups [14].

Now we describe briefly the major components of our method.
Fully residually free groups as coordinate groups. We start with a brief descrip-

tion of a few notions from algebraic geometry over groups. For a detailed discussion
on the subject we refer to [4] and [34], see also Section 1.3. By VF (S) we denote
the set of all solutions of the system S(X,A) = 1 in F (the algebraic set defined
by S). The algebraic set VG(S) uniquely corresponds to the normal subgroup (the
radical of S):

R(S) = {T (X) ∈ F (A ∪X) | ∀A ∈ VF (S)(T (A) = 1)}
of the free group F (A ∪X). The quotient group

FR(S) = F (A ∪X)/R(S)

is the coordinate group of the algebraic set V (S). Observe, that if VF (S) 6= ∅ then
F is a subgroup of FR(S). It has been shown in [4] that algebraic sets VF (S1)
and VF (S2) are rationally equivalent if and only if there exists an isomorphism
between their coordinate groups which is identical on F . One can define Zariski
topology on Fm (m ∈ N) taking algebraic sets as the closed subsets. Guba proved
in [27] that free groups are equationally Noetherian, i.e., this Zariski topology is
Noetherian, so every closed set is a finite union of irreducible components. It turned
out [4] that an algebraic set is irreducible if and only if its coordinate group is fully
residually free. Furthermore, every finitely generated fully residually free group can
be realized as the coordinate group of a finite system of equations over F . From
the group theoretic view-point the elimination process mentioned above is all about
the coordinate groups of the systems involved. This allows one to transform pure
combinatorial and algorithmic results obtained in the process into statements about
fully residually free groups.

Fully residually free groups as fundamental groups of graphs of groups. In order
to describe solutions of equations in free groups Lyndon introduced the notion
of a group with parametric exponents in an associative unitary ring A [47]. In
particular, he described and studied free exponential groups FZ[t] over a ring of
polynomials Z[t]. One of the principle outcomes of his study is that the group
FZ[t] is discriminated by F . A modern treatment of exponential groups is due to
Myasnikov and Remeslennikov [55]. They showed, in particular, that the group
FZ[t] can be obtained as union of an infinite chain, which starts at F , of HNN-
extensions of a very specific type - extensions of centralizers (see Subsection 1.4).
This implies that a finitely generated subgroup of FZ[t] is a subgroup of a group
which can be obtained from F by finitely many extensions of centralizers, so one
can apply Bass-Serre theory to describe the structure of these subgroups.
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We proved in [36] that finitely generated fully residually free groups are em-
beddable into FZ[t]. This, in view of the Lyndon’s result mentioned above, gives
a complete characterization of such groups. It follows from Bass-Serre theory now
that all these groups, except for abelian ones, admit an essential cyclic splitting.

Fully residually free groups via infinite words. Another key component of our
approach to finitely generated fully residually free groups is based on Lyndon’s
length functions and infinite words. To axiomatize Nielsen cancellation argument
Lyndon introduced in [48] abstract length functions on groups (now called Lyn-
don’s length functions). He showed that a group G with a free Lyndon’s length
function with values in Z (viewed as ordered abelian group) is embeddable into a
free group (represented by finite reduced words with natural length function) and
the embedding preserves the length, hence G is free. It turned out that a similar
result holds for finitely generated fully residually free groups. Namely, it has been
shown in [53] that elements of the free Lyndon’s group FZ[t] can be represented by
infinite words in the alphabet X±1. These words are functions of the type

w : [1, αw] → X±1,

where αw ∈ Z[t] and [1, αw] = {g ∈ Z[t] | 1 6 g 6 αw} is a closed interval in Z[t]
with respect to the standard lexicographical order ≤. The function L : w → αw

gives rise to a regular free Lyndon length function on FZ[t] with values in the
additive group of Z[t], viewed as an abelian ordered group. This implies that every
finitely generated fully residually free group has a free length function with values
in a free abelian group Zn of finite rank with the lexicographic order. Once a
presentation of elements of FZ[t] by infinite words is established, a host of problems
about FZ[t] can be solved precisely in the same way as in the standard free group
F . In particular, if H is a finitely generated subgroup of a finitely generated
fully residually free group G, then one can effectively embed G (hence H) into
FZ[t]. Now using the representation above of elements of G by infinite words one
can algorithmically construct a finite labelled graph ΓH (finite automata) which
accepts precisely elements of H (given by their canonical forms in FZ[t]) (see [57]).
The process of constructing the graph ΓH is a direct generalization of the Stallings’
folding procedure, but on infinite words. This allows one to treat finitely generated
subgroups of fully residually free groups precisely in the same manner as in the
standard free groups. This approach was realized in [46] where a host of algorithmic
problems about finitely generated subgroups of finitely generated fully residually
free groups was solved (see also Section 3.2).

Main ideas: elimination process vs JSJ. Our main tool in constructing
JSJ decompositions of groups is a so-called elimination process which is a symbolic
rewriting process of a certain type that transforms formal systems of equations in
groups or semigroups. This process can be viewed as a non-commutative analog
of the classical elimination process in algebraic geometry, hence the name. The
original version of the process was introduced by Makanin in [51]. He showed that
the process gives a decision algorithm to verify whether a given system is consis-
tent or not (decidability of Diophantine problem over free groups) by estimating
the length of the minimal solution (if it exists). In [62] Razborov developed the
process much further, so that the Makanin-Razborov’s process produces all solu-
tions of a system of equations in a free group. We refined Razborov’s version of the
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process in [36] and [40] to show that up to the rational equivalence irreducible alge-
braic sets over F can be characterized by non-degenerate triangular quasi-quadratic
systems, or NTQ systems (see Section 2.13), thus introducing NTQ groups which
play an important role in model theory of free groups. Here the ”non-degenerate”
part corresponds to the extension theorems in the classical theory of elimination
for polynomials. In fact, our rewriting process from [36] or [40] by no means is
unique, every time it can be easily adjusted to some particular needs. However,
there exist several fundamental common features that unify all variations of our’s
and Razborov’s processes. It is worthwhile to mention here two of them. First,
only three precisely defined infinite branches (subprocesses) can occur in the pro-
cess: linear case (Cases 7–10), quadratic case (Cases 11–12), and general JSJ case
(Cases 13–15) which includes periodic structures and abelian vertex groups (Case
2). Secondly, groups of automorphisms of the coordinate groups are used in encod-
ing the infinite branches of the process. In what follows we refer to processes of this
type as to elimination processes. Observe, that the original Makanin’s process lacks
some of these features (for example, there are no infinite branches corresponding
to the periodic structures).

Notice that the principal ideas from the Makanin’s process (elementary and
entire transformations, complexity, etc.) were used in [8, 23] to prove the classifi-
cation theorem for finitely generated groups acting freely on R-trees and to describe
stable actions on R-trees, via so-called Rip’s machine. Later, these results played a
key part in the proof of existence of JSJ decompositions of finitely presented groups
with a single end [65, 64].

In this paper we show that a modification of the elimination process from [36]
can be used directly to construct effectively JSJ decompositions of finitely generated
fully residually free groups, thus avoiding algorithmically difficult detour into the
limit actions. Theorem 7.1 establishes a correspondence between infinite branches
of an elimination process and splittings of the coordinate group of the system under
consideration: the linear case corresponds to thin (or Levitt) type of a subcomplex
in [8] and [23], the quadratic case corresponds to the surface type (or interval
exchange), periodic structures correspond to toral (or axial) type. Moreover, the
automorphism associated with infinite branches of the process are precisely the
canonical automorphism of the JSJ decomposition associated with the splittings.
Now we are in a position to explain the main idea of the proof.

Let G be a non-abelian finitely generated fully residually free group given as
the coordinate group of a finite system of equations S(A,X) = 1 over F . Every
solution in F of the system S(X,A) = 1 gives rise to a homomorphism φ : G →
F . Composition of φ with an automorphism σ of G provides a new solution of
the system S(X, A) = 1 in F . Thus, different types of canonical automorphisms
associated with a JSJ decomposition of G induce solutions of the system S(X, A) =
1 of a particular type, that can be recognized in the elimination process as infinite
branches of the corresponding type. Conversely, infinite branches in the elimination
process for S(X, A) = 1 provide infinite families of canonical automorphisms of G,
that determine the corresponding elementary splitting of G. This, in combination
with Bass-Serre methods and length functions techniques, allows one to reconstruct
the JSJ decompositions of G.
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Main results and organization of the paper. In the next section we collect
some known results on fully residually free groups, algebraic geometry over groups,
and quadratic equations.

In Section 2 we discuss splittings, JSJ decompositions, and canonical automor-
phisms. Here we prove an important technical lemma on induced QH-subgroups
(Lemma 2.13).

Section 3 contains various results on decidability of algorithmic problems in
finitely generated fully residually free groups. Some of them are known (complete
proofs are in [36, 46, 53]) and some are new.

In Sections 4–6 we introduce and study an elimination process. Initially, we
describe this process as an infinite branching deterministic procedure which starts
at a generalized equation Ω and on each elementary step rewrites a given general-
ized equation into a finitely many new ones. The procedure gives rise to an infinite
directed tree T (Ω) which is equipped with some extra objects (enriched tree) asso-
ciated with vertices and edges. Namely, the coordinate groups of the generalized
equations (obtained in the process) are associated with vertices, while homomor-
phisms of the corresponding coordinate groups (related to the elementary rewriting
steps) are associated with edges. As was mentioned above infinite branches of this
tree are the focal points of these sections. The periodic structures provide the most
difficult case, they occupy the whole Section 6.

In Sections 7 and 8 we study splittings of the coordinate group and the structure
of solutions of a given finite system of equations over free groups. To this end we cut
off the infinite branches of the tree T (Ω) and encode them by groups of canonical
automorphisms of the corresponding coordinate groups. This results into two finite
enriched trees. In one of them, Tdec(Ω), every branch describes a splitting of the
coordinate group FR(Ω) of the root equation Ω. In the other, Tsol(Ω), every vertex
v is associated with the coordinate group FR(Ωv) of the corresponding system Ωv

and also with a group of the canonical automorphisms Av of this coordinate group,
as before edges u → v of Tsol(Ω) are marked by homomorphisms FR(Ωu) → FR(Ωv).
We refer to the latter graphs as to Hom-diagrams. The tree Tdec(Ω) is the main
instrument to recognize all splittings essential to build JSJ decompositions of the
coordinate group FR(Ω) (Theorem 7.7). The tree Tsol(Ω) gives, in particular, a
description of all solutions in F of the initial equation (Theorem 8.1).

In Section 9 we prove

Theorem 9.1. Let G be a finitely generated freely indecomposable [freely in-
decomposable modulo F ] fully residually free group G. Then a non-degenerate JSJ
Z-decomposition [modulo F ] of G is a sufficient splitting of G (see the definition in
Subsection 2.19).

In the same section we prove Theorem 9.3 about canonical embeddings of
finitely generated fully residually free groups into NTQ groups. This result ex-
plains how the top quadratic system of equations in an NTQ system assigned to
the NTQ group corresponds to a cyclic JSJ decomposition of the group that we
embed.

In Section 10 we give an algorithm to find Grushko’s decompositions of finitely
generated fully residually free groups. Recall that a free decomposition

G = G1 ∗ · · · ∗Gk ∗ Fr
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is a Grushko’s decomposition of a group G if the factors G1, . . . , Gk are freely inde-
composable non-cyclic groups and the factor Fr is a free group of rank r. It is known
that such decompositions of G are essentially unique, i.e., any other decomposition
of G of this type has the same numbers k and r and the indecomposable non-cyclic
factors are conjugated in G to one of the factors G1, . . . , Gk. The next result shows
that Gruschko’s decompositions (even modulo a given finitely generated subgroup)
of G are effective.

Theorem 10.1. There is an algorithm which for every finitely generated fully
residually free group G and its finitely generated subgroup H determines whether or
not G has a nontrivial free decomposition such that H belongs to one of the factors.
Moreover, if G does have such a decomposition, the algorithm finds one (by giving
finite generating sets of the factors).

This theorem allows one to reduce algorithmic problems for finitely generated
fully residually free groups to the freely indecomposable ones. For such groups we
prove the following theorem which is one of the major results of this paper.

Theorem 1. There exists an algorithm to obtain a cyclic [abelian] JSJ decom-
position of a freely indecomposable finitely generated fully residually free group. The
algorithm constructs a presentation of this group as the fundamental group of a JSJ
graph of groups.

Actually, we prove (in Section 13) the following much more general result which
implies Theorem 1.

Theorem 13.1. There exists an algorithm to obtain a cyclic [abelian] JSJ
decomposition for a finitely generated fully residually free group modulo a given
finite family of finitely generated subgroups.

Combining Theorems 10.1 and 13.1 one can find effectively cyclic [abelian] JSJ
decompositions of the freely indecomposable non-abelian factors
G1, . . . , Gk of the Grushko’s decomposition of G. This gives a cyclic [abelian]
splitting of G which completely describes the structure of G as the fundamental
group of a graph of groups.

A variation of Theorem 1 first appeared in [39] (in terms of the elimination
processes), where it was used in the proof of the second Tarski’s conjecture on the
decidability of the elementary theory of free non-abelian groups.

Theorem 1 has numerous applications. Using Theorem 1 we refine in Theorem
11.2 the effective description of a solution set of a system of equations over F from
[36]. In Section 15 we give a description of solution sets of systems of equations
over finitely generated fully residually free groups. To do this we need the notion
of a Hom-diagram described in Section 11.

Theorem 11.2. Let G be a finitely generated group and F a free group. Then:
(1) there exists a complete canonical Hom(G,F )-diagram C.
(2) if F is a fixed subgroup of G then there exists an F -complete canonical

HomF (G,F )-diagram C.
Moreover, if the group G is finitely presented then the Hom-diagrams from (1) and
(2) can be found effectively.

This theorem implies the following.
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Theorem 11.3. Let S(X) = 1 be a finite system of equations and

G = (F ∗ F [X])/ncl(S).

Then one can effectively construct an F -complete canonical Hom(G,F )-diagram C
such that all solutions of S(X) = 1 in F are exactly all F -homomorphisms in C.

Theorem 14.1. Let G be a finitely generated group and N an NTQ group.
Then:

(1) there exists a complete canonical Hom(G,N)-diagram C.
(2) if N is a fixed subgroup of G then there exists an N -complete canonical

HomN (G,N)-diagram C.
Moreover, if the group G is finitely presented then the diagrams from (1) and (2)
can be found effectively.

This theorem implies the following result

Corollary 14.2. Let G be a finitely generated group and H a finitely gener-
ated fully residually free group. Then:

(1) there exists a complete canonical Hom(G,H)-diagram.
(2) if H is a fixed subgroup of G then there exists an H-complete canonical

HomH(G,H)-diagram.

In Section 12 we construct free regular Lyndon length functions on NTQ groups.

Theorem 12.6. If G is the coordinate group of a regular quadratic equation,
then there exists a free regular Lyndon length function ` : G → Z2, where Z2 is
ordered lexicographically.

Theorem 12.7. If G is the coordinate group of an NTQ system, then there
exists a free regular Lyndon length function ` : G → Zt, where Zt is ordered lexico-
graphically.

In Section 14 we prove some results about monomorphisms into fully residually
free groups.

Let G and H be finitely generated fully residually free groups. Consider
monomorphisms from G to H. One can define an equivalence relation on the
set of all such monomorphisms: two monomorphisms φ and ψ are equivalent if ψ
is a composition of φ and conjugation by an element from H.

Theorem 15.1. Let G [ H] be a finitely generated fully residually free group,
and let A = {A1, . . . , An} [respectively, B = {B1, . . . , Bn}] be a finite set of non-
conjugated maximal abelian subgroups of G [respectively, H] such that the abelian
decomposition of G modulo A is trivial. The number of equivalence classes of
monomorphisms from G to H that map subgroups from A onto conjugates of the
corresponding subgroups from B is finite. A set of representatives of the equivalence
classes can be effectively found.

Corollary 15.2. Let G be a finitely generated fully residually free group, and
let A = {A1, . . . , An} be a finite set of maximal abelian subgroups of G. Denote
by Out(G;A) the set of those outer automorphisms of G which map each Ai ∈ A
onto a conjugate of it. If Out(G;A) is infinite, then G has a non-trivial abelian
splitting, where each subgroup in A is elliptic. There is an algorithm to decide
whether Out(G;A) is finite or infinite. If Out(G;A) is infinite, the algorithm finds
the splitting. If Out(G;A) is finite, the algorithm finds all its elements.
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This can be compared to the following Paulin’s result [59]. If G is a hyperbolic
group that has infinite Out(G), then G admits a non-trivial small action on a real
tree. In this case G splits over an elementary group [8].

1. Preliminaries

1.1. Free monoids and free groups. Let A = {a1, . . . , am} be a set. By
Fmon(A) we denote the free monoid generated by A which is defined as the set of
all words (including the empty word 1) over the alphabet A with concatenation as
multiplication. For a word w = b1 . . . bn, where bi ∈ A, by |w| or d(w) we denote
the length n of w.

To each a ∈ A we associate a symbol a−1. Put A−1 = {a−1 | a ∈ A}, and
suppose that A ∩ A−1 = ∅. We assume that a1 = a, (a−1)−1 = a and A1 = A.
Denote A±1 = A∪A−1. If w = bε1

1 · · · bεn
n ∈ Fmon(A±1), where (εi ∈ {1,−1}), then

we put w−1 = b−ε1
1 · · · b−εn

n ; we see that w−1 ∈ M(A±1) and say that w−1 is an
inverse of w. Furthermore, we put 1−1 = 1.

A word w ∈ Fmon(A±1) is called reduced if it does not contain subwords bb−1

for b ∈ A±1. If w = w1bb
−1w2, w ∈ Fmon(A±1) then we say that w1w2 is obtained

from w by an elementary reduction bb−1 → 1. A reduction process for w consists
of finitely many reductions which bring w to a reduced word w̄. This w̄ does not
depend on a particular reduction process and is called the reduced form of w.

Consider a congruence relation on Fmon(A±1), defined the following way: two
words are congruent if a reduction process brings them to the same reduced word.
The set of congruence classes with respect to this relation forms a free group F (A)
with basis A. If not said otherwise, we assume that F (A) is given as the set of
all reduced words in A±1. Multiplication in F (A) of two words u,w is given by
the reduced form of their concatenation, i.e., u · v = ūv. A word w ∈ Fmon(A±1)
determines the element w̄ ∈ F (A), in this event we sometimes say that w is an
element of F (A) (even though w may not be reduced).

Words u, w ∈ Fmon(A±1) are graphically equal if they are equal in the monoid
Fmon(A±1) (for example, a1a2a

−1
2 is not graphically equal to a1).

Let X = {x1, . . . , xn}be a finite set of elements disjoint with A. Let w(X) =
w(x1, . . . , xn) be a word in the alphabet (X∪A)±1 and U = (u1(A), . . . , un(A)) be a
tuple of words in the alphabet A±1. By w(U) we denote the word which is obtained
from w by replacing each xi by ui. Similarly, if W = (w1(X), . . . , wm(X)) is an m-
tuple of words in variables X then by W (U) we denote the tuple (w1(U), . . . , wm(U)).
For any set S we denote by Sn the set of all n-tuples of elements from S. Ev-
ery word w(X) gives rise to a map pw : (Fmon(A±1))n → Fmon(A±1) defined by
pw(U) = w(U) for U ∈ Fmon(A±1)n. We call pw the word map defined by w(X). If
W (X) = (w1(X), . . . , wm(X)) is an m-tuple of words in variables X then we define
a word map PW : (Fmon(A±1))n → Fmon(A±1)m by the rule PW (U) = W (U).

1.2. G-groups. For the purpose of algebraic geometry over a given fixed group
G, one has to consider the category of G-groups, i.e., groups which contain the group
G as a distinguished subgroup. If H and K are G-groups then a homomorphism
φ : H → K is a G- homomorphism if gφ = g for every g ∈ G, in this event we
write φ : H →G K. In this category morphisms are G-homomorphisms; subgroups
are G-subgroups, etc. By HomG(H,K) we denote the set of all G-homomorphisms
from H into K. It is not hard to see that the free product G∗F (X) is a free object
in the category of G-groups. This group is called a free G-group with basis X, and
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we denote it by G[X]. A G-group H is termed finitely generated G-group if there
exists a finite subset A ⊂ H such that the set G ∪ A generates H. We refer to [4]
for a general discussion on G-groups.

To deal with cancellation in the group G[X] we need the following notation.
Let u = u1 · · ·un ∈ G[X] = G ∗ F (X). We say that u is reduced (as written) if
ui 6= 1, ui and ui+1 are in different factors of the free product, and if ui ∈ F (X)
then it is reduced in the free group F (X). By red(u) we denote the reduced form
of u. If red(u) = u1 · · ·un ∈ G[X], then we define |u| = n, so |u| is the syllable
length of u in the free product G[X]. For reduced u, v ∈ G[X], we write u ◦ v if
the product uv is reduced as written. If u = u1 · · ·un is reduced and u1, un are in
different factors, then we say that u is cyclically reduced.

If u = r ◦ s, v = s−1 ◦ t, and rt = r ◦ t then we say that the word s cancels
out in reducing uv, or, simply, s cancels out in uv. Therefore s corresponds to the
maximal cancellation in uv.

1.3. Elements of algebraic geometry over groups. Here we introduce
some basic notions of algebraic geometry over groups. We refer to [4] and [34] for
details.

Let G be a group generated by a finite set A, F (X) be a free group with basis
X = {x1, x2, . . . xn}, G[X] = G ∗ F (X) be a free product of G and F (X). If
S ⊂ G[X] then the expression S = 1 is called a system of equations over G. As an
element of the free product, the left side of every equation in S = 1 can be written
as a product of some elements from X ∪X−1 (which are called variables) and some
elements from A (constants). To emphasize this we sometimes write S(X, A) = 1.

A solution of the system S(X) = 1 over a group G is a tuple of elements
g1, . . . , gn ∈ G such that after replacement of each xi by gi the left hand side of
every equation in S = 1 turns into the trivial element of G. Equivalently, a solution
of the system S = 1 over G can be described as a G-homomorphism φ : G[X] −→ G
such that φ(S) = 1. Denote by ncl(S) the normal closure of S in G[X], and by GS

the quotient group G[X]/ncl(S). Then every solution of S(X) = 1 in G gives rise
to a G-homomorphism GS → G, and vice versa. By VG(S) we denote the set of all
solutions in G of the system S = 1, it is called the algebraic set defined by S. This
algebraic set VG(S) uniquely corresponds to the normal subgroup

R(S) = {T (x) ∈ G[X] | ∀A ∈ Gn(S(A) = 1 → T (A) = 1}
of the group G[X]. Notice that if VG(S) = ∅, then R(S) = G[X]. The subgroup
R(S) contains S, and it is called the radical of S. The quotient group

GR(S) = G[X]/R(S)

is the coordinate group of the algebraic set V (S). Again, every solution of S(X) = 1
in G can be described as a G-homomorphism GR(S) → G.

We recall from [55] that a group G is called a CSA group if every maximal
abelian subgroup M of G is malnormal, i.e., Mg ∩ M = 1 for any g ∈ G r M.
The class of CSA-groups is quite substantial. It includes all abelian groups, all
torsion-free hyperbolic groups [55], all groups acting freely on Λ-trees [3], and
many one-relator groups [24].

We define a Zariski topology on Gn by taking algebraic sets in Gn as a sub-basis
for the closed sets of this topology. If G is a non-abelian CSA group, in particular,
a non-abelian fully residually free group (see definition in Subsection 1.4), then
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the union of two algebraic sets is again algebraic. Therefore the closed sets in the
Zariski topology over G are precisely the algebraic sets.

A G-group H is called equationally Noetherian if every system S(X) = 1 with
coefficients from G is equivalent over G to a finite subsystem S0 = 1, where S0 ⊂ S,
i.e., VG(S) = VG(S0). If G is G-equationally Noetherian, then we say that G is
equationally Noetherian. It is known that linear groups (in particular, fully resid-
ually free groups) are equationally Noetherian [27, 7, 4]. If G is equationally
Noetherian then the Zariski topology over Gn is Noetherian for every n, i.e., ev-
ery proper descending chain of closed sets in Gn is finite. This implies that every
algebraic set V in Gn is a finite union of irreducible subsets (they are called ir-
reducible components of V ), and such decomposition of V is unique. Recall that
a closed subset V is irreducible if it is not a union of two proper closed (in the
induced topology) subsets. Denote by FωR(S) a coordinate group of an irreducible
subvariety of V (S).

1.4. Discrimination and big powers. Let H and K be G-groups. We say
that a family of G- homomorphisms Φ ⊂ HomG(H,K) separates (discriminates) H
into K if for every non-trivial element h ∈ H (every finite set of non-trivial elements
H0 ⊂ H) there exists φ ∈ Φ such that hφ 6= 1 (hφ 6= 1 for every h ∈ H0). In this
case we say that H is G-separated (G-discriminated) by K. Sometimes we do not
mention G and simply say, H is separated (discriminated) by K. In the event when
K is a free group we say that H is freely separated (freely discriminated).

Below we describe a method of discrimination which is called a big powers
method. We refer to [55] and [54] for details about BP-groups.

Let G be a group. We say that a tuple u = (u1, . . . , uk) ∈ Gk has commutation
if [ui, ui+1] = 1 for some i = 1, . . . , k − 1. Otherwise we call u commutation-free.

Definition 1.1. A group G satisfies the big powers condition (BP) if for any
commutation-free tuple u = (u1, . . . , uk) of elements from G there exists an integer
n(u) (a boundary of separation for u) such that

u1
α1 · · ·uαk

k 6= 1

for any integers α1, . . . , αk > n(u). Such groups are called BP-groups.

The following provides a host of examples of BP-groups. Obviously, a subgroup
of a BP-group is a BP-group; a group discriminated by a BP-group is a BP- group
[55]; every torsion-free hyperbolic group is a BP-group [58]. It follows that every
freely discriminated group is a BP-group.

Let G be a non-abelian CSA group and u ∈ G be a non-proper power. The
following HNN-extension

G(u, t) = 〈G, t | gt = g(g ∈ CG(u))〉
is called a free extension of the centralizer CG(u) by a letter t. It is not hard to
see that for any integer k the map t → uk extends uniquely to a G-homomorphism
ξk : G(u, t) → G.

The result below is the essence of the big powers method of discrimination.

Theorem 1.2. [55] Let G be a non-abelian CSA BP-group and u ∈ G a non-
proper power. If G(u, t) is a free extension of the centralizer of u by t, then the
family of G-homomorphisms {ξk | k is an integer} discriminates G(u, v) into G.
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More precisely, for every w ∈ G(u, t) there exists an integer Nw such that for every
k > Nw wξk 6= 1.

If G is a non-abelian CSA BP-group and X is a finite set, then the group G[X]
is G-embeddable into G(u, t) for any non-proper power u ∈ G. It follows from the
theorem above that G[X] is G-discriminated by G.

Unions of chains of extensions of centralizers play an important part in this
paper. Let G be a non-abelian CSA BP- group and

G = G0 < G1 < . . . < Gn

be a chain of extensions of centralizers Gi+1 = Gi(ui, ti). Then every n-tuple of
integers p = (p1, . . . , pn) gives rise to a G-homomorphism ξp : Gn → G which is
composition of homomorphisms ξpi : Gi → Gi−1 described above.

A set P of n-tuples of integers is called unbounded if for every integer d there
exists a tuple p = (p1, . . . , pn) ∈ P with pi > d for each i. The following result is a
consequence of the theorem above.

Corollary 1.3. Let Gn be as above. Then for every unbounded set of tuples
P the set of G-homomorphisms ΞP = {ξp | p ∈ P} G-discriminates Gn into G.

Similar results hold for infinite chains of extensions of centralizers (see [55])
and [5]). For example, Lyndon’s free Z[x]-group FZ[x] can be realized as union
of a countable chain of extensions of centralizers which starts with the free group
F (see [55]), hence there exists a family of F -homomorphisms which discriminates
FZ[x] into F .

1.5. Fully residually free groups. Denote by F the class of all finitely
generated fully residually free groups. In this section we describe some properties
of groups from F , which are crucial for our considerations.

It is not hard to see that every freely discriminated group is a torsion-free CSA
group [4].

Notice that every CSA group is commutation transitive [55]. A group G is
called commutation transitive if commutation is transitive on the set of all non-
trivial elements of G, i.e., if a, b, c ∈ Gr{1} and [a, b] = 1, [b, c] = 1, then [a, c] = 1.
Clearly, commutation transitive groups are precisely the groups in which centraliz-
ers of non-trivial elements are commutative.

Theorem 1.4. [63] Let F be a free non-abelian group. Then a finitely generated
F -group G is freely F -discriminated by F if and only if G is F -universally equivalent
to F (i.e., G and F satisfy precisely the same universal sentences in the language
LA).

Theorem 1.5. [4, 34] Let F be a free non-abelian group. Then a finitely
generated F -group G is the coordinate group of a non-empty irreducible algebraic
set over F if and only if G is freely F -discriminated by F .

Theorem 1.6. [35] Let F be a non-abelian free group. Then a finitely generated
F -group is the coordinate group FR(S) of an irreducible non-empty algebraic set
V (S) over F if and only if G is F -embeddable into the free Lyndon’s Z[t]-group
FZ[t].
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Here we state one corollary of the results mentioned above.

Theorem 1.7. [36] Every group G ∈ F can be obtained from free groups by
finitely many operations of the following type:

(1) free products;
(2) free products with amalgamation along cyclic subgroups with at least one

of them being maximal;
(3) separated HNN extensions along cyclic subgroups with at least one of them

being maximal;
(4) free extensions of centralizers (and for each element its centralizer extends

at most once).

Corollary 1.8. [36, 67] Every finitely generated fully residually free group is
finitely presented.

1.6. Quadratic equations over freely discriminated groups. In this sec-
tion we collect some known results about quadratic equations over fully residually
free groups, which will be in use throughout this paper.

Let S ⊂ G[X]. Denote by var(S) the set of variables that occur in S.

Definition 1.9. A set S ⊂ G[X] is called quadratic if every variable from
var(S) occurs in S not more then twice. The set S is strictly quadratic if every
letter from var(S) occurs in S exactly twice.

A system S = 1 over G is quadratic [strictly quadratic] if the corresponding set
S is quadratic [strictly quadratic].

Definition 1.10. A standard quadratic equation over the group G is an equa-
tion of the one of the following forms (below d, ci are nontrivial elements from
G):

(1)
n∏

i=1

[xi, yi] = 1, n > 0;

(2)
n∏

i=1

[xi, yi]
m∏

i=1

z−1
i cizid = 1, n, m > 0, m + n > 1;

(3)
n∏

i=1

x2
i = 1, n > 0;

(4)
n∏

i=1

x2
i

m∏

i=1

z−1
i cizid = 1, n,m > 0, n + m > 1.

Equations (1), (2) are called orientable of genus n, equations (3), (4) are called
non-orientable of genus n.

Lemma 1.11. Let W be a strictly quadratic word over a group G. Then there
is a G-automorphism f ∈ AutG(G[X]) such that W f is a standard quadratic word
over G.

Proof. See [49]. ¤
Definition 1.12. Strictly quadratic words of the type [x, y], x2, z−1cz, where

c ∈ G, are called atomic quadratic words or simply atoms.
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By definition a standard quadratic equation S = 1 over G has the form

r1 r2 · · · rkd = 1,

where ri are atoms, d ∈ G. This number k is called the atomic rank of this
equation, we denote it by r(S). The size of S = 1 is a pair size(S) = (g(S), r(S)),
where g(S) is the genus of S = 1. We compare sizes lexicographically from the left.

In Section 1.3 we defined the notion of the coordinate group GR(S). Every
solution of the system S = 1 is a homomorphism φ : GR(S) → G.

Definition 1.13. Let S = 1 be a standard quadratic equation written in the
atomic form r1r2 · · · rkd = 1 with k > 2. A solution φ : GR(S) → G of S = 1 is
called:

1) degenerate, if rφ
i = 1 for some i, and non-degenerate otherwise;

2) commutative, if [rφ
i , rφ

i+1] = 1 for all i = 1, . . . , k−1, and non-commutative
otherwise;

3) in a general position, if [rφ
i , rφ

i+1] 6= 1 for all i = 1, . . . , k − 1,.

Observe that if a standard quadratic equation S(X) = 1 has a degenerate
non-commutative solution then it has a non-degenerate non-commutative solution
[35].

Theorem 1.14. [35] Let G be a freely discriminated group and S = 1 a standard
quadratic equation over G which has a solution in G. In the following cases S = 1
always has a solution in G in a general position:

(1) S = 1 is of the form (1), n > 2;
(2) S = 1 is of the form (2), n > 0, n + m > 1;
(3) S = 1 is of the form (3), n > 3;
(4) S = 1 is of the form (4), n > 2;
(5) r(S) > 2 and S = 1 has a non-commutative solution.

The following theorem describes the radical R(S) of a standard quadratic equa-
tion S = 1 which has at least one solution in a freely discriminated group G.

Theorem 1.15. [35] Let G be a freely discriminated group and let S = 1 be a
standard quadratic equation over G which has a solution in G. Then

(1) If S = [x, y]d or S = [x1, y1][x2, y2], then R(S) = ncl(S);
(2) If S = x2d, then R(S) = ncl(xb) where b2 = d;
(3) If S = czd, then R(S) = ncl([zb−1, c]) where d−1 = cb;
(4) If S = x2

1x
2
2, then R(S) = ncl([x1, x2]);

(5) If S = x2
1x

2
2x

2
3, then R(S) = ncl([x1, x2], [x1, x3], [x2, x3]);

(6) If r(S) > 2 and S = 1 has a non-commutative solution, then R(S) =
ncl(S);

(7) If S = 1 is of the type (4) and all solutions of S = 1 are commutative,
then R(S) is the normal closure of the following system:

{x1 · · ·xn = s1 · · · sn, [xk, xl] = 1, [a−1
i zi, xk] = 1, [xk, C] = 1, [a−1

i zi, C] = 1,

[a−1
i zi, a

−1
j zj ] = 1 (k, l = 1, . . . , n; i, j = 1, . . . ,m)},

where xk → sk, zi → ai is a solution of S = 1 and

C = CG(ca1
1 , . . . , cam

m , s1, . . . , sn)

is the corresponding centralizer. The group GR(S) is an extension of the
centralizer C.
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Put
κ(S) = |X|+ ε(S),

where ε(S) = 1 if the coefficient d occurs in S, and ε(S) = 0 otherwise.

Definition 1.16. A standard quadratic equation S(X) = 1 is regular if κ(S) >
4 and there is a non-commutative solution of S(X) = 1 in G, or it is an equation
of the type [x, y]d = 1.

Notice, that if S(X) = 1 has a solution in G, κ(S) > 4, and n > 0 in the
orientable case (n > 2 in the non-orientable case), then the equation S = 1 has a
non-commutative solution, hence regular.

Corollary 1.17.

(1) Every consistent orientable quadratic equation S(X) = 1 of positive genus
is regular, unless it is the equation [x, y] = 1;

(2) Every consistent non-orientable equation of positive genus is regular, un-
less it is an equation of the type x2cz = a2c, x2

1x
2
2 = a2

1a
2
2, x

2
1x

2
2x

2
3 = 1,

or S(X) = 1 can be transformed to the form [z̄i, z̄j ] = [z̄i, a] = 1, i, j =
1, . . . , m by changing variables.

(3) Every standard quadratic equation S(X) = 1 of genus 0 is regular unless
either it is an equation of the type cz1

1 = d, cz1
1 cz2

2 = c1c2, or S(X) = 1
can be transformed to the form [z̄i, z̄j ] = [z̄i, a] = 1, i, j = 1, . . . , m by
changing variables.

2. Splittings

2.1. Graphs. A directed graph X consists of a set of vertices V (X) and a set of
edges E(X) together with two functions σ : E(X) → V (X), τ : E(X) → V (X). For
an edge e ∈ E(X) the vertices σ(e) and τ(e) are called the origin and the terminus
of e. A non-oriented graph is a directed graph X with involution − : E(X) → E(X)
which satisfies the following conditions:

e = e, e 6= ē, σ(ē) = τ(e).

We refer to a pair {e, ē} as a non-oriented edge.
A path p in a graph X is a sequence if edges e1, . . . , en such that τ(ei) =

σ(ei+1), i ∈ {1, . . . , n − 1}. Put σ(p) = σ(e1), τ(p) = τ(en). A path p = e1 · · · en

is reduced if ei+1 6= ēi for each i. A path p is closed (or a loop) if σ(p) = τ(p).

2.2. Graphs of groups. A graph of groups Γ = G(X) is defined by the fol-
lowing data:

1) a connected graph X;
2) a function G which for every vertex v ∈ V (X) assigns a group Gv, and

for each edge e ∈ E(X) assigns a group Ge such that Gē = Ge, σ(Ge) =
τ(Gē);

3) For each edge e ∈ E(X) there are monomorphisms σ : Ge → Geσ and
τ : Ge → Geτ .

Let G(X) be a graph of groups and T a maximal subtree of X. The fundamental
group π(G(X), T ) of the graph of groups G(X) with respect to the tree T is defined
by generators and relations as follows: π(G(X), T ) =

〈(∗v∈V (X)Gv), te(e ∈ E(X)) | te = 1(e ∈ T ), t−1
e gte = gτ (g ∈ Ge), tetē = 1〉.
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It is known that π(G(X), T ) is independent (up to isomorphism) of T . Therefore,
we will omit sometimes the tree T from the notations and write simply π(G(X)).

If some presentation is fixed, the non-trivial generators te will be called stable
letters. The group π(G(X)) can be obtained from the vertex groups by a tree
product with amalgamation and then by HNN-extensions. The following lemma
shows that subgroups of π(G(X)) are again fundamental groups of some special
graphs of groups related to G(X).

Lemma 2.1. [16] Let G(X) be a graph of groups, and let H 6 π(G(X)). Then
H = π(G(Y )) where the vertex groups of G(Y )) are H ∩ gGvg−1 for all vertices
v ∈ X, and g runs over a suitable set of (H, Gv) double coset representatives, and
the edge groups are H ∩ gGeg

−1 for all edges e ∈ X, where g runs over a suitable
set of (H,Ge) double coset representatives.

2.3. Definitions and elementary properties of splittings. Let π(G(X); T )
be the fundamental group of graph of groups G(X) with respect to a maximal sub-
tree T . Let φ : G → π(G(X); T ) be an isomorphism of groups. In this event the
triple D = (G, (G(X); T ), φ) is called a splitting of G. A splitting D is a Z-splitting
[abelian splitting] if every edge group is infinite cyclic [abelian]. Splittings of the
type G = A ∗C B or G = A∗C , are called elementary Z-splittings. An elemen-
tary abelian splitting D is called essential if the images of the edge group under
the boundary monomorphisms do not have finite index in the corresponding vertex
groups. A splitting is reduced if all vertex groups of valency one and two prop-
erly contain the images of groups of adjacent edges. An abelian splitting is called
non-degenerate if its graph of groups is reduced and has an edge. A splitting is
non-trivial if its graph of groups has an edge.

Recall, that a splitting of a group G is called 2-acylindrical if for every non-
trivial element g ∈ G, the fixed set of g when acting on the Bass-Serre tree corre-
sponding to the splitting has diameter at most 2. A splitting of a group is a star
of groups, if its underlying graph is a tree T which has diameter 2.

2.4. Elementary transformations of graphs of groups and splittings.
A conjugation of a splitting of G is a conjugation of π(G(X); T ).

A sliding is a modification of a graph of groups according to the relation

(A1 ∗C1 A2) ∗C2 A3
∼= (A1 ∗C1 A3) ∗C2 A2

in the case when C1 6 C2. More precisely, suppose a graph of groups Γ = G(X)
contains vertices v1, v2, v3 with vertex groups A1, A2, A3 respectively, and edges
e1 = (v1, v2), e2 = (v2, v3) with edge groups C1 and C2 and τe1(C1) 6 σe2(C2).
We replace e1 by the edge ē1 = (v1, v3) with edge group C1 and σē1(C1) =
σe1(C1), τē1(C1) = τe2σ

−1
e2

τe1(C1). Notice that two of the vertices may coincide.
If Γ is a graph of groups, and Ge is an edge group in Γ such that σ(Ge) =

Geσ, then conjugation of the boundary monomorphism σ is a replacement of the
monomorphism σ by σh such that σh(g) = h−1σ(g)h for some h ∈ Geσ and any
g ∈ Ge.

A splitting G = A ∗C1 B1 is obtained by folding from the splitting G = A ∗C B
if C is a proper subgroup of C1 and B1 = C1 ∗C B. An unfolding is the inverse
operation to folding. A splitting is unfolded if one cannot apply an unfolding to it.

Lemma 2.2. Elementary transformations preserve the fundamental groups of
graphs of groups up to isomorphism.
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Proof. The statement is obvious for a conjugation. Suppose the graph of
groups Γ1 = G1(X1) is obtained from Γ = G(X) by an elementary transformation.
Different choice of T in the graph X defines an isomorphism of the fundamental
group π(G(X), T ). Therefore it is enough to prove the isomorphism of the funda-
mental groups for a suitable choice of T in X and T1 in X1. For sliding we consider
only the case when vertices v1, v2, v3 are different. In this case we choose the tree T
such a way that edges e1 and e2 belong to T , and obtain T1 by the sliding defined
above from T . Then the isomorphism becomes obvious.

Suppose Γ1 = G1(X) is obtained from Γ by the conjugation of the boundary
monomorphism σ. Consider first the case when it is possible to choose T such a
way that e 6∈ T . In this case G = π(G(X); T ) has a stable letter t corresponding to
e and a relation t−1σ(g)t = τ(g) for any g ∈ Ge. Let th be a stable letter in the
presentation π(G1(X); T ) which has the corresponding relation t−1

h σh(g)th = τ(g).
These two presentations define the same group, because replacing the generator th
in the second presentation by h−1t, we obtain the first presentation. Now consider
the case when it is not possible to choose T such a way that e 6∈ T . Then removing
e from X we obtain two connected components X1 and X2. Let Geσ ∈ X1, G1 and
G2 are fundamental groups of the graphs of groups corresponding to X1 and X2.
Then

π(G(X); T ) = G1 ∗σ(Ge)=τ(Ge) G2

and
π(G1(X); T ) = G1 ∗h−1σ(Ge)h=τ(Ge) (Ḡ2).

These presentations define the same group in different generators, and x̄ = xh, for
x ∈ G2 and corresponding x̄ ∈ Ḡ2.

Similarly, in the case of foldings we choose T so that the edge corresponding to
C belongs to T .

¤

2.5. Freely decomposable groups. Recall that a group G is freely decom-
posable if it is isomorphic to a non-trivial free product (in which there are at least
two non-trivial factors). Otherwise, G is called freely indecomposable. A free de-
composition

G = G1 ∗ · · · ∗Gn ∗ F (Y )

is called Grushko’s decomposition if all the factors G1, . . . , Gn are non-cyclic freely
indecomposable groups, and F (Y ) is a free group with basis Y (pehaps empty). If
there is another Grushko’s decomposition

G = H1 ∗ · · · ∗Hm ∗ F (Z),

then n = m, corresponding factors Gi and Hi (after reordering) are conjugated,
and |Z| = |Y |.

Definition 2.3. Let G be a group and H be a subgroup of G. We say that G
has a non-trivial free decomposition modulo H, if

G ' G1 ∗G2,

H 6 G1, and G2 6= 1.

Now we generalize the definition above.
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Definition 2.4. Let G be a group and K1, . . . , Kn be subgroups of G. We say
that G has a non-trivial free decomposition modulo K1, . . . ,Kn, if

G ' G1 ∗G2,

K1 6 G1, and for each i there exists gi ∈ G such that Kgi

i 6 G1.

Lemma 2.5. Let G be a group with a non-trivial splitting D of G. If D contains
an edge with the trivial associated group then G is decomposable into a non-trivial
free product.

Proof. Let D = G(X) be a non-trivial splitting of G with an edge with the
trivial associated subgroup. Denote by X∗ the subgraph of X formed by all vertices
in X and all edges in X whose associated groups are non-trivial. Assume, first,
that X∗ is not connected and Y1, . . . , Yn (n > 2) are the connected components of
X∗. By collapsing in D every subgraph Yi into a single vertex, say vi, with the
associated group π1(Yi) one gets a graph of groups Z in which all the edge groups
are trivial. Since all the vertex groups in D are nontrivial the groups π1(Yi) are
non-trivial. By Lemma 2.1 the group π1(Z) is the free product of its vertex groups
and a free group, so it is freely decomposable. Observe, that G ' π1(Z) since
collapses preserve the fundamental groups. Therefore G is freely decomposable.

Suppose now that X∗ is connected. In this case a given maximal subtree T of
X∗ is also a maximal subtree of X. If e is an edge in X with the trivial associated
subgroup Ge then e 6∈ T , so te 6= 1 in G = π1(X). Since Ge = 1 the infinite cyclic
group 〈te〉 is a free factor of G. Hence G is freely decomposable. This completes
the proof of the lemma. ¤

Definition 2.6. Let G be a group and K = {K1, . . . , Kn} be a set of subgroups
of G. We say that a free decomposition of G

G ' G1 ∗ · · · ∗Gk

is compatible with K if each subgroup in K is a conjugate of a subgroup of one of the
factors Gj . Denote by Kj the set of all conjugates of subgroups in K which belong
to Gj . This decomposition is called reduced if none of the Gj has a non-trivial
compatible free decomposition modulo Kj .

Proposition 2.7. Let

G = G1 ∗ · · · ∗Gn ∗ F (Y ) = G = H1 ∗ · · · ∗Hm ∗ F (Z),

be two compatible with K reduced free decompositions, then n = m, corresponding
factors Gi and Hi (after reordering) are conjugated, and |Z| = |Y |.

Proof. Consider a Bass-Serre tree T corresponding to the first decomposition.
Subgroups from K fix some vertices of this tree. Each subgroup Hi acts on T , and,
since it does not have a free decomposition compatible with K, fixes a vertex of this
tree. Therefore it is conjugated into some factor, say Gi, of the first decomposition.
Conversely, each Gi is conjugated into some Hj . Each factor Hi, Gi is malnormal,
therefore Hi and Gi are conjugated. The normal closure generated by H1 ∗ · · · ∗Hm

and by G1 ∗ · · · ∗Gm is the same, therefore |Y | = |Z|. ¤

Remark 1. In the notations above, if

G ' G1 ∗ · · · ∗Gk
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is a compatible with K decomposition of G, then we will always assume (taking a
conjugation of G if necessary and renaming subgroups Gi) that K1 6 G1.

Definition 2.8. Let G be a group and K = {K1, . . . , Kn} be a set of subgroups
of G. An abelian splitting D is called a splitting modulo K if all subgroups from K
are conjugated into vertex groups in D.

2.6. Splittings of finitely generated fully residually free groups. The
following result follows immediately from Theorem 1.7.

Theorem 2.9. Every freely indecomposable non-abelian group from F has an
essential Z-splitting.

2.7. Elliptic and hyperbolic subgroups. If H and K are subgroups of a
group G, we say that H can be conjugated into K if it is a conjugate of a subgroup
of K.

An element g ∈ G [a subgroup H 6 G] is called elliptic in a given splitting of
G if g [correspondingly, H] can be conjugated into a vertex group, and hyperbolic
otherwise.

Lemma 2.10. [64] Let G be a freely indecomposable group. If Di is an ele-
mentary Z-splitting of G with the edge group Ci, (i = 1, 2), then C1 is hyperbolic
(elliptic) in D2 if and only if C2 is hyperbolic (elliptic) in D1.

A pair of elementary Z-splittings Di(i = 1.2) is called intersecting if they form
a hyperbolic-hyperbolic pair, namely C1 is hyperbolic with respect to D2 and C2

is hyperbolic with respect to D1.

Lemma 2.11. Let G ∈ F and N a maximal abelian non-cyclic subgroup of G.
Then the following holds:

(1) If G = A∗CB is an abelian splitting of G then N is elliptic in this splitting;
(2) If G = A∗C is an abelian splitting of G then one of the following holds:

a) N is elliptic in this splitting;
b) C is the centralizer CA(v) of some element v ∈ A, C 6 Ng for some

g ∈ G, and G = A ∗C Ng is an extension of the centralizer C.

Proof. The first statement follows from the description of commuting ele-
ments in a free product with amalgamation (see, for example, [50]) . The second
one is a direct corollary of Lemma 2 and Theorem 5 from [24]. ¤

Definition 2.12. An abelian splitting D of a group G is called normal if all
maximal abelian non-cyclic subgroups of G are elliptic in D. By D(G) we denote
the set of all normal splittings of G. Denote by DF (G) the class of all normal
splittings of G such that F belongs to a vertex group.

2.8. Quadratically hanging subgroups. Let D = (G, (G(X); T ), φ) be an
abelian splitting of G. A vertex group Q = Gv, v ∈ V is called quadratically hanging
in D (in short, QH-subgroup in D), if the following conditions hold:

1) Q admits one of the following presentations

(5)

〈
p1, . . . , pm, a1, . . . , ag, b1, . . . , bg |

g∏

j=1

[ai, bi]
m∏

k=1

pk

〉
, g > 0,m > 1,
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and if g = 0, then m > 4,

(6)

〈
p1, . . . , pm, a1, . . . , ag |

g∏

j=1

a2
i

m∏

k=1

pk

〉
, g > 1,m > 1,

(in particular, Q is a free group);
2) for every edge e ∈ E outgoing from v, the edge group Ge is conjugate to

one of the subgroups 〈pi〉, i = 1, . . . , m.
3) for each pi there is an edge ei ∈ E outgoing from v such that Gei

is a
conjugate of 〈pi〉.

Notice that for a freely indecomposable group G property 3) is automatically
satisfied. Moreover, using slidings one can modify the splitting D in such a way
that there are exactly m outgoing edges e1, . . . , em from the QH-vertex Q and
σ(Gei

) = 〈pi〉 for each edge ei.
A QH-subgroup Q is called a maximal QH-subgroup (in short, MQH-subgroup)

if for every elementary abelian splitting D of G ( where G = A ∗C B or G = A∗C)
either Q is elliptic in D, or the edge group C can be conjugated into Q, in which
case D is inherited from the Z-splitting of Q along C.

Non-QH non-abelian vertex groups of D are called rigid.

2.9. QH-subgroups and quadratic equations. Let D be a splitting of G.
One can choose the maximal subtree T of the graph of groups Γ in D as follows. Let
T1 be a maximal subforest of the subgraph of Γ spanned by non-QH non-abelian
vertex groups. Then one can extend T1 to a maximal subforest T2 of the subgraph
of Γ spanned by all non-QH vertex groups, and then extend T2 to a maximal tree
T .

Orientable case. Let an MQH subgroup Q in D be given by a presentation

n∏

i=1

[xi, yi]p1 · · · pm = 1.

We may assume (see Section 2.8) that there are exactly m outgoing edges e1, . . . , em

from the QH-vertex Q and σ(Gei) = 〈pi〉 for each edge ei. Denote also τ(Gei) =
〈ci〉.

In the standard presentation of G, by generators and relations as the funda-
mental group of D, the relations corresponding to QH-vertex Q have the following
form

n∏

i=1

[xi, yi]p1 · · · pm = 1, czi
i = pi, i = 1, . . . ,m,

where zi = 1 if ei ∈ T, and em ∈ T . Excluding pi from the relations above one gets
the relation

(7)
n∏

i=1

[xi, yi]cz1
1 · · · czm−1

m−1 cm = 1

in the presentation of G. We refer to this relation as to the quadratic relation in G
corresponding to Q.
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Conversely, if H ∈ F and c1, . . . , cm ∈ H then the quotient group

G = H[x1, y1, . . . , xn, yn, z1, . . . , zm−1]/ncl

(
n∏

i=1

[xi, yi]cz1
1 · · · czm−1

m−1 cm

)

can be represented as the fundamental group of a graph of groups with a QH vertex
Q given by the presentation

n∏

i=1

[xi, yi]p1 · · · pm = 1,

with outgoing edges ei, i = 1, . . . ,m, such that σ(Gei
) = 〈pi〉 and τ(Gei

) = 〈ci〉 for
each edge ei.

Every homomorphism φ : G → F gives rise to a solution in F of the quadratic
equation (corresponding to Q):

(8)
n∏

i=1

[xi, yi]c
φz1
1 · · · cφzm−1

m−1 cφ
m = 1.

Non-orientable case. If an MQH subgroup Q in D is given by

x2
1 · · ·x2

np1 · · · pm = 1, czi
i = pi, i = 1, . . . , m,

where zi = 1 if ei ∈ T, and em ∈ T . Then, similarly to the orientable case, in the
presentation of G (relative to D) the subgroup Q inputs a quadratic relation

x2
1 · · ·x2

ncz1
1 · · · czm−1

m−1 cm = 1.

The converse is also true, so the quotient group

G = H[x1, . . . , xn, z1, . . . , zm−1]/ncl
(
x2

1 · · ·x2
ncz1

1 · · · czm−1
m−1 cm

)

can be represented as the fundamental group of a graph of groups with a QH
vertex Q corresponding to the quadratic relation above. Again, homomorphisms
φ : G → F give rise to solutions of the equation

x2
1 · · ·x2

ncφz1
1 · · · cφzm−1

m−1 cm = 1.

2.10. Induced QH-subgroups.

Lemma 2.13. Let G ∈ F , Γ = Γ(X) a cyclic [abelian] splitting of G, and Q a
QH-subgroup in Γ associated with a vertex v ∈ X with outgoing edges e1, . . . , em.
Denote by Y1, . . . , Yk the connected components of the graph X r {e1, . . . , em} and
by P1, . . . , Pk - the fundamental groups of the graphs of groups induced from Γ on
Y1, . . . , Yk. If H is a finitely generated non-cyclic subgroup of G then one of the
following conditions holds:

(1) H is a nontrivial free product;
(2) H 6 P g

i for some g ∈ G and 1 6 i 6 k;
(3) H is freely indecomposable, and for some g ∈ G the subgroup H ∩Qg has

finite index in Qg. In this event H ∩Qg is a QH-vertex group in H.

If HQ = H ∩ Q is non-trivial and has infinite index in Q, then HQ is a free
product of some conjugates of pα1

1 , . . . , pαm
m , pα and a free group F1 (maybe trivial)

which does not intersect any conjugate of 〈pi〉 for i = 1, . . . , m.
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Proof. We first prove the lemma for a freely indecomposable group G. Denote
by D the splitting of G obtained from the splitting Γ by collapsing all the edges
in X not adjacent to the vertex v. Let DH be the splitting of H induced by D.
Suppose some conjugate of Q has a non-trivial intersection with H. Without loss of
generality we can assume it is Q itself. Put QH = Q∩H. The group QH is finitely
generated as the intersection of two finitely generated subgroups of a fully residually
free group (see Lemma 3.13 in Section 3) and, therefore, finitely presented.

Suppose that Q has a presentation

(9) Q = 〈x1, y1, . . . , xn, yn, p1, . . . , pm, p |
n∏

i=1

[xi, yi]
m∏

i=1

pip = 1〉.

Let

Q̂ = 〈x̂1, ŷ1, . . . , x̂n, ŷn, p̂1, . . . , p̂m, p̂ |
n∏

i=1

[x̂i, ŷi]
m∏

i=1

p̂ip̂ = 1〉.

Denote by Q̄ a group generated by xi, yi, x̂i, ŷi, pi, p̂i, p, p̂, ti and given by defin-
ing relations

n∏

i=1

[xi, yi]
m∏

i=1

pip = 1,

n∏

i=1

[x̂i, ŷi]
m∏

i=1

p̂ip̂ = 1,

pti
i = p̂i, p = p̂.

The group Q̄ is a closed surface group. It is also a fundamental group of a graph
of groups with two vertices w and ŵ and m + 1 edges e0, . . . , em joining these
vertices. The vertex groups are Gw = Q, Gŵ = Q̂ and the edge groups are
Ge0 = 〈p〉, Gei = 〈pi〉.

There are two possibilities.
1. QH does not intersect non trivially a conjugate of any subgroup 〈pi〉, i =

1, . . . m and 〈p〉. In this case H is a nontrivial free product, because QH is a non-
trivial vertex group in DH with all the adjacent edge groups trivial.

2. QH intersects non trivially 〈pi〉g. Without loss of generality we can suppose
that QH ∩ 〈p〉g is non trivial. Taking Qg−1

H instead of QH we can suppose that QH

intersects non-trivially the subgroup 〈p〉. Consider a graph of groups Γ with two
vertices v and v̂, and vertex groups QH , and the double of this group Q̂H 6 Q̂. The
outgoing edges from v correspond to all possible intersections of the conjugates of
〈p1〉, . . . , 〈pm〉, 〈p〉 in Q with QH which are not conjugated in QH . The outgoing
edges from v̂ are their doubles. To obtain Γ, we identify each edge with its double.
Let Q̄H be the fundamental group of Γ with stable letters s1, . . . , sn. Suppose
the edge groups of Q̄H conjugated into 〈pi〉 are 〈pαjgj

i 〉, j = 1, . . . , ki, where gj are
representatives of (〈pi〉, QH) double cosets in Q, and the edge group conjugated into
〈p〉 are 〈pαlgl〉, l = 1, . . . , k0 (α’s are natural numbers). Relations of Q̄H consist of
relations of QH and Q̂H and relations

pαlgls0l = p̂αlĝl ,

where g1 = s01 = 1, and
p

αjgjsij

i = p̂
αj ĝj

i .
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We will show now that Q̄H < Q̄. Notice first, that p
gj

i is conjugated to p̂
ĝj

i

by g−1
j tiĝj . Consider a homomorphism φ : Q̄H → Q̄ that extends the natural

embedding of QH into Q and Q̂H into Q̂ and such that sφ
0l = g−1

l ĝl, sφ
ij = g−1

j tiĝj .

It is a homomorphism, because it preserves the relations of Q̄H .
We have to show that it is a monomorphism. Take some element r ∈ Q̄H in

the HNN reduced form r = h0s
ε1
i1

h1 · · · sεn
in

hn, (n > 0), where hi ∈ QH ∗〈pα0=p̂α0 〉
Q̂H , εi ∈ {1,−1}. Since r is in the reduced form, there is no consecutive subsequence
s−1

ij , hk, sij with hk ∈ 〈pαijgij

i 〉 or sij , hk, s−1
ij with hk ∈ 〈p̂αij ĝij

i 〉. Suppose, first, that
n = 0, r = h0. Then h0 = q1q̂2 · · · qn−1q̂n, where qi 6∈ 〈pα01〉 and q̂i 6∈ 〈p̂α01〉. This
is a reduced form in the amalgamated product QH ∗〈pα0=p̂α0 〉 Q̂H . This element
considered as an element of Q ∗〈p=p̂〉 Q̂ is also in the reduced form, therefore is
nontrivial. Since Q ∗〈p=p̂〉 Q̂ 6 Q̄, rφ 6= 1. Suppose now that n > 0. To obtain rφ

we substitute in r elements sφ
0l = g−1

l ĝl, sφ
ij = g−1

j tiĝj instead of s0l, sij . We have
to show that rφ is in the reduced form in Q̄. Consider first the case, when r does
not contain any sij , i 6= 0, therefore, rφ does not contain any ti. In this case

rφ = h0(g−1
i1

ĝi1)
ε1h1 · · · (g−1

in
ĝin)εnhn,

(n > 0), where hi ∈ QH ∗〈pα0=p̂α0 〉 Q̂H , εi ∈ {1,−1}. This is an element from
Q ∗〈p=p̂〉 Q̂. If we write h1, . . . , hn in reduced form, we can see how to write rφ

in reduced form. Without loss of generality we can suppose that ε1 = −1. Since
gij ∈ Q r QH , the syllable length of (g−1

i1
ĝi1)

ε1h1(g−1
i2

ĝi2)
ε2 can become less than

three only in the case ε2 = 1, h1 ∈ QH and gi1h1g
−1
i2

∈ 〈p〉. Suppose this is
the case. Then QH contains h1 = g−1

i1
pkgi2 , pα, g−1

i1
pαi1 gi1 , g−1

i2
pαi2 gi2 . There-

fore it contains h1g
−1
i2

pαi1−kgi1 . Then gi1 and gi2 represent the same double coset
and thus equal, which implies that corresponding stable letters s0l are the same
and r = h0s

−1
0l h1s0l · · ·hn is not in reduced form. This contradicts to the as-

sumption. Suppose now r does contain sij for some i > 1. Suppose that we
have a reducible sequence t−1

i pk
i ti in rφ. This can only appear from the sequence

s−1
ij1

hsij2 in reduced form of r. We can take for definiteness j1 = 1, j2 = 2. Then
(s−1

i1 hsi2)φ = ĝ−1
i1

t−1
i gi1hg−1

i2
tiĝi2 . As in the previous case we have gi1hg−1

i2
= pk

i ,
and QH contains h = g−1

i1
pk

i gi2 . This implies s1 = s2 and r is not in reduced form,
that contradicts the assumption.

Either Q̄H is a closed surface group (in this case Q̄H has finite index in Q̄ and
QH is of finite index in Q), or Q̄H is free.

Suppose Q̄H is free. Denote the elements p
αijgij

i by q0, . . . , qn, where q0 is a
power of p, and rewrite the corresponding relations in the form q0 = q̂0, qsi

i = q̂i.
We will prove that for some h1, . . . , hn ∈ QH the product 〈q0〉 ∗ 〈q1〉h1 ∗ · · · ∗ 〈qn〉hn

is a free factor of QH . Consider the following free groups.

Rn = QH ∗ 〈r1〉 ∗ · · · ∗ 〈rn〉, R̂n = Q̂H ∗ 〈r̂1〉 ∗ · · · ∗ 〈r̂n〉.

Let R̄n be the amalgamated product of Rn and R̂n amalgamated along subgroups
〈q0, q

r1
1 , . . . , qrn

n 〉 and 〈q̂0, q̂
r̂1
1 , . . . , q̂r̂n

n 〉 such that q0 = q̂0, qri
i = q̂r̂i

i . The group Q̄H is
embedded into R̄n. More precise, Q̄H ∗ 〈r1〉 ∗ · · · ∗ 〈rn〉 is isomorphic to R̄n. Indeed,
a mapping θ that maps QH and Q̂H identically onto corresponding subgroups of
R̄n, maps si to r−1

i r̂i and ri to ri can be extended to an isomorphism.
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The group R̄n is an amalgamated product of two copies of the free group
QH ∗ 〈r1〉 ∗ · · · ∗ 〈rn〉 along the same subgroup. By a result of Swan (see [69],
Lemma 7.1) such a group is free if and only if the amalgamated subgroup is a free
factor.

Therefore QH ∗ 〈r1〉 ∗ · · · ∗ 〈rn〉 = 〈q0〉 ∗ 〈qr1
1 〉 ∗ · · · ∗ 〈qrn

n 〉 ∗ F0 for some free
group F0. Each subgroup 〈qi〉, in particular 〈q0〉, is a free factor in QH by the
same result of Swan. Let QH = Q′

H ∗ 〈q0〉. Considering R̄n for n = 1 we obtain
that 〈q0〉 ∗ Q′H ∗ 〈r1〉 = 〈q0〉 ∗ 〈qr1

1 〉 ∗ F0. Denote this group by T . We want to
show that 〈q0〉 ∗ 〈q1〉h is a free factor of QH for some h ∈ QH . Fix a basis of T
that includes q0, some basis of Q′H and r1 = r, and represent elements of 〈qr

1〉 and
F0 in this basis. We will now be considering bases of T containing q0, qr

1. We
order bases of T containing q0, qr

1 and some elements z̄ = {z1, . . . , zk} the following
way: let nz̄ = (n0, . . . , ni, . . .), where ni is the number of elements in z̄ containing
i occurrences of r±1. One basis is smaller than the other if the tuple nz̄ for it is
larger in the left lexicographic order. Let `(zi) be the number of occurrences of r±1

in zi. Applying Nielsen transformations that do not change q0 and qr
1 to a minimal

basis of T we turn the set of basis elements that do not contain r±1 into a Nielsen
set. We call such a basis a strongly minimal. If, for some zi, `(qr

1z
±1
i ) < 2, then

either qr
1 is completely cancelled, and this contradicts the minimality, or `(zi) = 1

and q
rz±1

i
1 is a free factor in Q′H , therefore 〈q0〉 ∗ 〈q1〉h is a free factor in QH and we

do not have to prove anything.
We claim now that by applying Nielsen transformations that do not change q0

and qr
1 to a strongly minimal basis of T we can turn this basis into a basis with the

following properties: (1) for any two basis elements y1, y2, `(y1y
±1
2 ) > `(y1); (2) if

for a basis element z the number `(z) is odd, then the middle occurrence of r±1

in z is not cancelled in any product of basis elements; (3) in any product of basis
elements, elements with an even number of occurrences of r±1 greater than two
have either one of the middle occurrences of r±1 uncancelled or, if all occurrences
of r±1 are cancelled, one of the middle letters not cancelled. (4) in any product
of qr

1 and elements zi, such that each zi either doesn’t contain r±1 or contains
two occurrences of r±1, the first and last letter r±1 cannot cancel. The first two
properties we already have for a strongly minimal basis. The proof of (3) is just a
repetition of the proof of the same property in Nielsen’s theorem. We will now prove
(4). Suppose that the first and last letters r±1 are cancelled in the product of the
form qr

1z
ε1
i1
· · · zεj

ij
. If zij 6= zi, i = i1, . . . , ij−1 we can replace zij by qr

1z
ε1
i1
· · · zεj

ij
and

obtain a smaller basis which contradicts the minimality of the basis q0, q
r
1, z1, . . . zk.

Suppose zij appears more than once in the product qr
1z

ε1
i1

. . . z
εj

ij
. Suppose z

εj

ij
ends

with rw, where w ∈ QH . Then w cannot be expressed in terms of basis elements
of length zero and w 6= 1 because the expression is nontrivial. Let zεt

it
be the first

element from the right in the expression qr
1z

ε1
i1

. . . z
εj

ij
that ends with rw, where

w ∈ QH and does not begin with w−1r−1 (if z
εj

ij
does not begin with w−1r−1, then

t = j). Multiplying all the other basis elements of length 2 that end with rw by
z±1
it

we will obtain a new basis such that the unique element of length two that
ends with rw or begins with w−1r−1 (but not both)is zit . Since the expression
qr
1z

ε1
i1

. . . z
εj

ij
equals w, in the new basis it ends with zit , and zit appears only once.

Replacing zit by this expression, we obtain a basis smaller than the one we began
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with, contradicting minimality. Let q0, q
r
1, z1, . . . , zk be a basis with properties (1)-

(4). Denote by F ′0 the free group with basis {z1, . . . , zk}. Then r ∈ 〈qr
1, z1, . . . , zk〉

and T = 〈q0〉 ∗ 〈q1〉 ∗ (F ′0)
r−1

. Therefore QH = 〈q0〉 ∗ 〈q1〉 ∗ F ′′0 .
We can now apply induction on n and prove that QH is a free product of

conjugates of pα1
1 , . . . , pαm

m , pα belonging to QH and a group F1 which does not
intersect any conjugate of 〈pi〉 for i = 1, . . . , m. Each conjugate of pα

j in H can be
conjugated into one of the groups 〈pαi

i 〉 in QH . This proves the second statement
of the lemma.

Suppose that for any g the subgroup Qg ∩H is either trivial or has the struc-
ture described above. Consider now the decomposition DH . If the group F1 is
nontrivial, then H is freely decomposable, because the vertex group QH in DH is a
free product, and all the edge groups belong to the other factor. If at least for one
subgroup Qg, such a group F1 is non-trivial, then H is a non-trivial free product.
Suppose each non-trivial subgroup H ∩Qg is a free product of conjugates of some
elements pαi

i , αi ∈ Z, in Qg. According to the Bass-Serre theory, for the group G
and its decomposition D one can construct a tree such that G acts on this tree, and
stabilizers correspond to vertex and edge groups of D. Denote this Bass-Serre tree
by TD. The subgroup H also acts on TD. Let T1 be a fundamental transversal for
this action. Since H is not conjugated into any of the subgroups Pi, the amalga-
mated product of the stabilizers of the vertices of T1 is a free product of subgroups
H ∩ P g

i . Therefore H is either such a free product or is obtained from such a free
product by a sequence of HNN extensions with associated subgroups belonging to
distinct factors of the free product. In both cases H is freely decomposable.

In the case when QH has finite index in Q, Q̄H has finite index in Q̄, therefore
the closed surface with the fundamental group Q̄H is a finite cover of the closed
surface with the fundamental group Q̄. Therefore QH is a QH subgroup for H.

Suppose now that G = G1 ∗ · · · ∗ Gk ∗ Fr is a Grushko’s decomposition of G,
where G1, . . . , Gk are freely indecomposable non-cyclic groups. Then any other
such decomposition has the same numbers k and r and indecomposable factors
conjugated to G1, . . . , Gk. Since H is freely indecomposable, we can suppose that
H is contained in G1. Let D be a decomposition of G as in the lemma, and H does
not belong to a conjugate of Pi. If the intersection Qg ∩ H has infinite index in
Qg for any g ∈ G, then the proof that H should be freely decomposable does not
require the property of G being freely indecomposable. Suppose there exists g ∈ G
such that this intersection has finite index. We can suppose g = 1, then Q 6 G1.
Then Q is a vertex group in the induced decomposition of G1, therefore it is a QH
subgroup of G1. Now we can apply Lemma 2.13 to H and G1 and conclude that
Q ∩H is a QH subgroup of H. ¤

2.11. Quadratic decomposition. By Theorem 5.6 from [64] for every f. g.
freely indecomposable torsion free non-surface group H there exists a reduced (may
be trivial) Z-splitting Dquadr (a quadratic decomposition of H ) with the following
properties:

(1) every MQH subgroup of H can be conjugated to a vertex group in Dquadr;
every QH subgroup of H can be conjugated into one of the MQH sub-
groups of H; every vertex with a non-MQH vertex group is adjacent only
to vertices with MQH vertex groups;
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(2) if an elementary Z-splitting H = A ∗C B or H = A∗C is hyperbolic in
another elementary Z-splitting of H, then C can be conjugated into some
MQH subgroup;

(3) for every elementary Z- [abelian] splitting H = A ∗C B or H = A∗C

from D(H) which is elliptic in each elementary Z- [abelian] splitting from
D(H), the edge group C can be conjugated into a non-MQH subgroup of
Dquadr;

(4) if D′
quadr is another splitting that has properties (1)–(4), then it can be

obtained from Dquadr by slidings, conjugations, and modifying boundary
monomorphisms by conjugation.

2.12. JSJ-decompositions. All elementary cyclic [abelian] splittings of a
finitely presented (f.p.) torsion free freely indecomposable group are encoded in
a splitting called a JSJ decomposition.

Proposition 2.14. ( [64], part of Theorem 7.1) Let H be a f.p. torsion-free
freely indecomposable group. There exists a reduced, unfolded Z-splitting of H,
called a JSJ decomposition of H, with the following properties.

(1) Every MQH subgroup of H can be conjugated to a vertex group in the
JSJ decomposition. Every QH subgroup of H can be conjugated into one
of the MQH subgroups of H. Every non-MQH vertex group in the JSJ
decomposition is elliptic in every Z-splitting of H.

(2) If an elementary Z-splitting H = A ∗C B or H = A∗C is hyperbolic in
another elementary Z splitting, then C can be conjugated into some MQH
subgroup.

We call a splitting of a finitely presented group almost reduced if vertices of
valency one and two properly contain the images of the edge groups except vertices
between two MQH subgroups that may coincide with one of the edge groups.

Proposition 2.15. Let H be a freely indecomposable f.g. fully residually free
group. There exists an almost reduced unfolded cyclic [abelian] splitting D ∈ D(H)
of H, where the class D(H) was defined in Section 2.7, with the following properties:

(1) Every MQH subgroup of H can be conjugated to a vertex group in D; every
QH subgroup of H can be conjugated into one of the MQH subgroups
of H; non-MQH subgroups in D are of two types: maximal abelian and
non-abelian, every non-MQH vertex group in D is elliptic in every cyclic
[abelian] splitting in D(H).

(2) If an elementary cyclic [abelian] splitting H = A ∗C B or H = A∗C is
hyperbolic in another elementary cyclic [abelian] splitting, then C can be
conjugated into some MQH subgroup.

(3) Every elementary cyclic [abelian] splitting H = A ∗C B or H = A∗C

from D(H) which is elliptic with respect to any other elementary cyclic
[abelian] splitting from D(H) can be obtained from D by a sequence of col-
lapsings, foldings, conjugations and modifying boundary monomorphisms
by conjugation.

(4) If D1 ∈ D(H) is another splitting that has properties (1)–(2), then it
can be obtained from D by slidings, conjugations, and modifying boundary
monomorphisms by conjugation.
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We will call such a splitting a cyclic [abelian] JSJ decomposition of H. Similar
result holds for the class of splittings DF (H). Such a splitting will be called an
cyclic (or abelian) JSJ decomposition of H modulo F .

Proof. By Lemma 2.11 an elementary abelian non-cyclic splitting from D(H)
is elliptic in all splittings from D(H). The proof of Lemma 2.1 from [64] can be
repeated to show that the case when a cyclic splitting H = A1 ∗C1 B1 (H = A1∗C1)
is hyperbolic in a non-cyclic abelian splitting H = A2 ∗C2 B2 (H = A2∗C2) is
impossible.

To construct a decomposition D with properties 1-4, we first construct a cyclic
decomposition Dcyclic. We begin with Dquadr and refine it using property (c). We
take an elementary cyclic splitting from D(H), and if there is a non-MQH vertex
group that is not elliptic in this splitting, we split this vertex group. This process
stops, because H is finitely presented [9]. As a result we obtain a cyclic splitting of
H. All non-MQH vertex groups of this splitting are elliptic in all cyclic splittings
from D(H).

Every subgraph corresponding to a decomposition H1 ∗C1 H2 ∗C2 · · · ∗Cn−1 Hn,
such that C1, . . . , Cn−1 are subgroups of a maximal abelian subgroup M which
is a subgroup of H1 can be modified (using slidings) into a star of groups with
H1 at the center. Since all maximal abelian subgroups of G are elliptic in D and
they are malnormal, using slidings we can transform an abelian decomposition into
2-acylindrical decomposition. Now we can refine Dcyclic by splitting non-MQH non-
abelian subgroups using non-cyclic abelian splittings from D(H). This procedure
stops by [66], and we obtain a decomposition D with properties (1)–(2). These
properties and 2-acylindricity imply properties (3) and (4). ¤

Corollary 2.16. (from Theorem 1.7) Every freely indecomposable non-abelian
non-surface group from F admits a non-degenerate cyclic [abelian] JSJ decompo-
sition.

Let G be a group and K = {K1, . . . , Kn} be a set of subgroups of G. Consider
a free decomposition G = G1 ∗ · · · ∗G` compatible with K and such that each fac-
tor Gi that contains conjugates of some Kj , j = 1, . . . , n, is freely indecomposable
modulo these subgroups and does not have a non-trivial compatible free decom-
position modulo them, and each factor Gi that does not contain any conjugate
of Kj , j = 1, . . . , n, is freely indecomposable. For each Gi that does not contain
conjugates of any Kj we can consider an abelian JSJ decomposition. For each
Gi containing conjugates of some Kj1 , . . . , Kjs one can consider splittings modulo
Kj1 , . . . , Kjs and introduce the notion of a JSJ decomposition modulo Kj1 , . . . ,Kjs .
This decomposition may be degenerate. Similarly to Proposition 2.15 one can prove.

Proposition 2.17. Let H be a freely indecomposable f.g. fully residually free
group modulo K = {Kj1 , . . . ,Kjs} such that there is no non-trivial compatible free
decomposition of H modulo K. There exists an abelian splitting D ∈ D(H) of H
modulo K (possibly degenerate), where the class D(H) was defined in Section 2.7,
with the following properties:

(1) Every MQH subgroup of H modulo K can be conjugated to a vertex group
in D; every QH subgroup of H modulo K can be conjugated into one of
the MQH subgroups of H modulo K; non-MQH subgroups in D are of two
types: maximal abelian and non-abelian, every non-MQH vertex group in
D is elliptic in every abelian splitting in D(H) modulo K.
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(2) If an elementary abelian splitting H = A ∗C B or H = A∗C modulo K is
hyperbolic in another elementary abelian splitting modulo K, then C can
be conjugated into some MQH subgroup.

(3) Every elementary abelian splitting modulo K, H = A ∗C B or H = A∗C

from D(H) which is elliptic with respect to any other elementary abelian
splitting modulo K from D(H) can be obtained from D by a sequence of col-
lapsings, foldings, conjugations and modifying boundary monomorphisms
by conjugation.

(4) If D1 ∈ D(H) is another splitting modulo K that has properties 1-2, then it
can be obtained from D by slidings, conjugations, and modifying boundary
monomorphisms by conjugation.

To obtain an abelian JSJ decomposition of G modulo K we first take a free
decomposition as described above G = G1 ∗ · · · ∗ G` and then an abelian JSJ
decomposition of each factor Gi modulo {Kj1 , . . . ,Kjs

}.
If G is an F -group, we always suppose that F 6 K1.

2.13. NTQ systems and NTQ groups. We recall now the definition of a
NTQ group from [40] and [36].

Let G be a group with a generating set A. A system of equations S = 1 is called
triangular quasiquadratic (shortly, TQ) if it can be partitioned into the following
subsystems

S1(X1, X2, . . . , Xn, A) = 1,

S2(X2, . . . , Xn, A) = 1,
. . .

Sn(Xn, A) = 1

where for each i one of the following holds:
1) Si is quadratic in variables Xi;
2) Si = {[y, z] = 1, [y, u] = 1 | y, z ∈ Xi} where u is a group word in

Xi+1 ∪ · · · ∪Xn ∪A such that its canonical image in Gi+1 is not a proper
power. In this case we say that Si = 1 corresponds to an extension of a
centralizer;

3) Si = {[y, z] = 1 | y, z ∈ Xi};
4) Si is the empty equation.

Define Gi = GR(Si,...,Sn) for i = 1, . . . , n and put Gn+1 = G. The TQ sys-
tem S = 1 is called non-degenerate (shortly, NTQ) if each system Si = 1, where
Xi+1, . . . , Xn are viewed as the corresponding constants from Gi+1 (under the
canonical maps Xj → Gi+1, j = i + 1, . . . , n, has a solution in Gi+1. The co-
ordinate group of an NTQ system is called an NTQ group.

An NTQ system S = 1 is called regular if each non-empty quadratic equation
in Si is regular (see Definition 1.16).

We say that an NTQ system S(X) = 1 is in standard form if all quadratic
equations in item 1) of the definition are in standard form. Clearly, every NTQ
system S(X) = 1 is rationally equivalent to a unique NTQ system in standard
form, namely, there exists an automorphism φ ∈ AutF [X] such that Sφ = 1 is a
standard NTQ system. Let S = 1 be a standard NTQ system. Denote by SR the
set of all regular quadratic equations in S = 1
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Let n1 > n2 > . . . > nk be the sequence of sizes of equations from SR in the
decreasing order. Then the tuple rsize(S) = (n1, . . . , nk) is called the regular size
of the system S = 1. We compare sizes of systems lexicographically from the left.

2.14. Rational equivalence. Recall, that two systems of equations S(X) =
1 and T (Y ) = 1 with coefficients from F are rationally equivalent if there are
polynomial maps Y = PX(X) and X = PY (Y ) such that the restriction PS of the
map PX : F |X| → F |Y | onto the algebraic set VF (S) gives a bijection PS : VF (S) →
VF (T ), and the restriction PT of the map PY onto the algebraic set VF (T ) gives
the inverse of PS . Sometimes we refer to the maps PX and PY as to change of
coordinates. It was shown in (see [4]) that systems S(X) = 1 and T (Y ) = 1 are
rationally equivalent if and only if their coordinate groups FR(S) and FR(T ) are
isomorphic as F -groups. Observe that if f : FR(S) → FR(T ) is an F -isomorphism,
then X = f(X) and Y = f−1(Y ) are corresponding change of coordinates for the
systems S(X) = 1 and T (Y ) = 1.

Definition 2.18. A system S(X) = 1 with coefficients in a group G splits if
there exist a nontrivial partition of X into k > 1 disjoint subsets X = X1∪· · ·∪Xk,
and elements Si(Xi) ∈ G[Xi] such that S(X) = 1 is the union of the systems
Si(Xi) = 1, i = 1, . . . , k.

We say that a system S(X) = 1 with coefficients in G splits up to the ratio-
nal equivalence or rationally splits if some system T (Y ) = 1 which is rationally
equivalent to S(X) = 1 splits.

Notice that S(X) = 1 rationally splits if and only if its coordinate group GR(S)

is a nontrivial free product of the coordinate groups GR(Si) with the group of
constants G amalgamated. In the case when the systems Si(Xi) = 1 are coefficient
free for i 6= 1, one has GR(S) ' G1 ∗ · · · ∗Gn.

2.15. Canonical automorphisms. Let G = A∗CB be an elementary abelian
splitting of G. For c ∈ C we define an automorphism φc : G → G such that
φc(a) = a for a ∈ A and φc(b) = bc = c−1bc for b ∈ B.

If G = A∗C = 〈A, t | ct = c′, c ∈ C〉 then for c ∈ C define φc : G → G such that
φc(a) = a for a ∈ A and φc(t) = ct.

We call φc a Dehn twist obtained from the corresponding elementary abelian
splitting of G. If G is an F -group, where F is a subgroup of one of the factors A or
B, then Dehn twists that fix elements of the free group F 6 A are called canonical
Dehn twists. Similarly, one can define canonical Dehn twists with respect to an
arbitrary fixed subgroup K of G.

Definition 2.19. Let D ∈ D(G) [D ∈ DF (G] be an abelian splitting of a
group G and Gv be either a QH or an abelian vertex of D. Then an automorphism
ψ ∈ Aut(G) is called a canonical automorphism corresponding to the vertex Gv if
ψ satisfies the following conditions:

1) ψ fixes element-wise all other vertex groups in D (hence fixes all the edge
groups);

2) if Gv is a QH-vertex in D, then ψ is a Dehn twist [canonical Dehn twists]
corresponding to some essential Z-splitting of G along a cyclic subgroup
of Gv;

3) if Gv is an abelian subgroup then ψ acts as an automorphism on Gv which
fixes all the edge subgroups of Gv.
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Definition 2.20. Let D ∈ D(G) [D ∈ DF (G)] be an abelian splitting of a
group G and e an edge in D. Then an automorphism ψ ∈ Aut(G) is called a
canonical automorphism corresponding to the edge e if ψ is a Dehn twist [canonical
Dehn twist] of G with respect to the elementary splitting of G along the edge e
which is induced from D.

Definition 2.21. Let D ∈ D(G) [D ∈ DF (G] be an abelian splitting of a group
[F -group] G. Then the canonical group of automorphisms AD = AD(G) of G with
respect to D is the subgroup of Aut(G) generated by all canonical automorphisms
of G corresponding to all edges, all QH vertices, and all abelian vertices of D.

2.16. Canonical automorphisms of QH-subgroups (orientable case).
In this section we discuss some canonical automorphisms of QH-subgroups. Let
G ∈ F .

Let the relation corresponding to a QH subgroup Q in some decomposition of
G be

S =
n∏

i=1

[xi, yi]
m∏

j=1

c
zj

j d−1 = 1.

We define the basic sequence

Γ = (γ1, γ2, . . . , γK(m,n))

of canonical automorphisms of the group G corresponding to Q. Let

X = {x1, y1, . . . , xn, yn, z1, . . . , zm}.
We assume that each γ ∈ Γ acts identically on all the generators from X that are
not mentioned in the description of γ.

Let m > 1, n = 0. In this case K(m, 0) = m− 1. Put
γi : zi → zi(czi

i c
zi+1
i+1 ), zi+1 → zi+1(czi

i c
zi+1
i+1 ), for i = 1, . . . ,m− 1.

Notice that this is a Dehn twists corresponding to the splitting of G as an HNN
extension with the cyclic edge group 〈pipi+1〉 belonging to Q.

Let m = 0, n > 1. In this case K(0, n) = 4n− 1. Put

γ4i−3 : yi → xiyi, for i = 1, . . . , n (this is a Dehn twist corresponding to the
splitting of G as an HNN extension with the edge group 〈xi〉 and stable letter yi);

γ4i−2 : xi → yixi, for i = 1, . . . , n;
γ4i−1 : yi → xiyi, for i = 1, . . . , n;

γ4i : xi → (yix
−1
i+1)

−1xi, yi → y
yix

−1
i+1

i , xi+1 → x
yix

−1
i+1

i+1 , yi+1 →
(yix

−1
i+1)

−1yi+1,

for i = 1, . . . , n− 1.

Let m > 1, n > 1. In this case K(m,n) = m + 4n− 1. Put
γi : zi → zi(czi

i c
zi+1
i+1 ), zi+1 → zi+1(czi

i c
zi+1
i+1 ), for i = 1, . . . ,m− 1;

γm : zm → zm(czm
m x−1

1 ), x1 → x
czm

m x−1
1

1 , y1 → (czm
m x−1

1 )−1y1;

γm+4i−3 : yi → xiyi, for i = 1, . . . , n;
γm+4i−2 : xi → yixi, for i = 1, . . . , n;
γm+4i−1 : yi → xiyi, for i = 1, . . . , n;
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γm+4i : xi → (yix
−1
i+1)

−1xi, yi → y
yix

−1
i+1

i , xi+1 → x
yix

−1
i+1

i+1 , yi+1 →
(yix

−1
i+1)

−1yi+1,

for i = 1, . . . , n − 1 (this is a Dehn twist corresponding to the splitting of G
with an edge group 〈yix

−1
i+1〉 belonging to Q).

Observe, that in the case m 6= 0, n 6= 0 the basic sequence of automorphisms
Γ contains the basic automorphisms from the other two cases. This allows us,
without loss of generality, to formulate the results below only for the case K(m,n) =
m + 4n− 1. Obvious adjustments provide the proper argument in the other cases.

The following lemma describes the action of powers of basic automorphisms
from Γ on X. The proof is obvious, and we omit it.

Lemma 2.22. Let Γ = (γ1, . . . , γm+4n−1) be the basic sequence of automor-
phisms and p be a positive integer. Then the following hold:

γp
i : zi → zi(czi

i c
zi+1
i+1 )p, zi+1 → zi+1(czi

i c
zi+1
i+1 )p, for i = 1, . . . ,m− 1;

γp
m : zm → zm(czm

m x−1
1 )p, x1 → x

(czm
m x−1

1 )p

1 , y1 → (czm
m x−1

1 )−py1;

γp
m+4i−3 : yi → xp

i yi, for i = 1, . . . , n;

γp
m+4i−2 : xi → yp

i xi, for i = 1, . . . , n;

γp
m+4i−1 : yi → xp

i yi, for i = 1, . . . , n;

γp
m+4i : xi → (yix

−1
i+1)

−pxi, yi → y
(yix

−1
i+1)

p

i , xi+1 → x
(yix

−1
i+1)

p

i+1 , yi+1 →
(yix

−1
i+1)

−pyi+1,

for i = 1, . . . , n− 1.

Now we introduce vector notations for automorphisms of particular type.
Let N be the set of all positive integers and Nk the set of all k-tuples of elements

from N. For s ∈ N and p ∈ Nk we say that the tuple p is s-large if every coordinate
of p is greater then s. Similarly, a subset P ⊂ Nk is s-large if every tuple in P is
s-large. We say that the set P is unbounded if for any s ∈ N there exists an s-large
tuple in P .

Let δ = (δ1, . . . , δk) be a sequence of automorphisms of the group FR(S), and
p = (p1, . . . , pk) ∈ Nk. Then by δp we denote the following automorphism of FR(S):

δp = δp1
1 · · · δpk

k .

Notation 2.23. Let Γ = (γ1, . . . , γK) be the basic sequence of automorphisms
for S = 1. Denote by Γ∞ the infinite periodic sequence with period Γ, i.e., Γ∞ =
{γi}i>1 with γi+K = γi. For j ∈ N denote by Γj the initial segment of Γ∞ of the
length j. Then for a given j and p ∈ Nj put

φj,p =
←
Γ

←
p

j = γ
pj

j γ
pj−1
j−1 · · · γp1

1 .

Sometimes we omit p from φj,p and write simply φj .
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2.17. Canonical automorphisms of QH subgroups (non-orientable case).
Similarly we introduce the notion of the basic sequence of automorphisms for a non-
orientable QH subgroup. It is more convenient to consider a non-orientable relation
in the form

(10) S =
m∏

i=1

z−1
i cizi

n∏

i=1

[xi, yi]x2
n+1 = c1 · · · cm

n∏

i=1

[ai, bi]a2
n+1,

or

(11) S =
m∏

i=1

z−1
i cizi

n∏

i=1

[xi, yi]x2
n+1x

2
n+2 = c1 · · · cm

n∏

i=1

[ai, bi]a2
n+1a

2
n+2.

Without loss of generality we consider equation (11). We define a basic sequence

Γ = (γ1, γ2, . . . , γK(m,n))

of automorphisms of FR(S). We assume that each γ ∈ Γ acts identically on all the
generators from X that are not mentioned in the description of γ. Automorphisms
γi, i = 1, . . . , m + 4n− 1 are the same as in the orientable case.

Let n = 0. In this case K = K(m, 0) = m + 2. Put

γm : zm → zm(czm
m x2

1), x1 → x
(czm

m x2
1)

1 ;
γm+1 : x1 → x1(x1x2), x2 → (x1x2)−1x2;

γm+2 : x1 → x
(x2

1x2
2)

1 , x2 → x
(x2

1x2
2)

2 .

Let n > 1. In this case K = K(m,n) = m + 4n + 2. Put

γm+4n : xn → (ynx2
n+1)

−1xn, yn → y
(ynx2

n+1)
n , xn+1 → x

(ynx2
n+1)

n+1 ;
γm+4n+1 : xn+1 → xn+1(xn+1xn+2), xn+2 → (xn+1xn+2)−1xn+2;

γm+4n+2 : xn+1 → x
(x2

n+1x2
n+2)

n+1 , xn+2 → x
(x2

n+1x2
n+2)

n+2 .
A family of automorphisms

ΓP = {φj,p, j ∈ N0, p ∈ P}
is called positive unbounded if P and N0 ⊆ N are unbounded. A family of homo-
morphisms ΓP β from FR(S) onto F , where β is a solution in general position, and
ΓP is positive unbounded, is a generic family (see Definition 12.8 below).

2.18. Minimal solutions and maximal standard quotients. Let G and
K be H-groups and A 6 AutH(G) a group of H-automorphisms of G. Two H-
homomorphisms φ and ψ from G into K are called A-equivalent (symbolically,
φ ∼A ψ) if there exists σ ∈ A such that φ = σψ (i.e., gφ = (gσ)ψ for g ∈ G).
Obviously, ∼A is an equivalence relation on HomH(G, K).

Let D be a fixed abelian splitting of G and AD = AD(G).

Definition 2.24. Let S(X, A) = 1 be a system of equations over F = F (A),
G = FR(S), and D ∈ D(G). Suppose that φ1, φ2 : FR(S) → F (A ∪ Y ) are solutions
of S = 1 in a free group F̄ = F (A ∪ Y ). We write φ1 <D φ2 if there exists
an automorphism σ ∈ AD and an endomorphism π ∈ HomF (F̄ , F̄ ) such that
φ2 = σ−1φ1π (see Fig. 1) and

∑

x∈X

|xφ1 | <
∑

x∈X

|xφ2 |.
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1

σ

F F

π

φ φ
2

F
R(S)

F
R(S)

Figure 1. φ1 <D φ2

Notice that if Y = ∅ then φ1 < φ2 if and only if φ1 ∼AD φ2 and
∑

x∈X |xφ1 | <∑
x∈X |xφ2 |. This provides a way to chose representatives in∼AD

-equivalence classes
of automorphisms. A solution φ : G → F is called minimal if φ is <D-minimal in
its ∼AD -equivalence class.

Let RD be the intersection of the kernels of all minimal homomorphisms from
HomF (G,F ). Then G/RD is called the maximal standard quotient of G relative to
D.

Lemma 2.25. Assume that D is a fixed abelian splitting of G. Then every
F -homomorphism from G onto F can be presented as composition of a canonical
(relative to D) automorphism of G, the canonical epimorphism G → G/RD, and
an F -homomorphism from G/RD onto F .

Lemma 2.26. Let G be a freely indecomposable F -group in F , and D be an
abelian JSJ decomposition of G. Then AD is a direct product of abelian groups
generated by canonical Dehn twists corresponding to edges of D between non-QH
non-abelian subgroups, and groups of canonical automorphisms corresponding to
MQH and abelian vertex groups.

Proof. Consider two edges e1, e2 of D such that e1 ∈ T and e2 6∈ T . Collapsing
all the other edges we obtain G = 〈H ∗〈C〉 K, t | At = B〉, where F 6 H, A 6 H,
B 6 K. We write down the action of canonical Dehn twists corresponding to the
edges of this decomposition on the generators of G. Let c ∈ C, b ∈ B. Then

xφc = x, x ∈ H, yφc = yc, y ∈ K, tφc = tc,

xφb = x, x ∈ H, yφb = y, y ∈ K, tφb = tb.

In this case, φcφb = φbφc.
All the other possible cases can be verified similarly. ¤

2.19. Sufficient splittings. Let H 6 G. A family of H-homomorphisms

Ψ = {ψ : G → H}
is called separating if for any nontrivial g ∈ G there exists ψ ∈ Ψ such that ψ(g) 6= 1
in H.
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Definition 2.27. Let G be a group, K = {K1, . . . ,Kn} be a set of subgroups
of G and F is a fixed subgroup of K1. We say that there is a sufficient splitting of
G modulo K if one of the following holds:

1) G is freely decomposable modulo K,
2) there exists a reduced K-compatible free decomposition of G in which at

least one factor Gj has an abelian splitting D such that all subgroups
from Kj are elliptic in D and such that RepKj (Gj , D) is not a separating
family of homomorphisms (F -homomorphisms, if j = 1) from Gj into F .

In the case of a freely indecomposable group G, D is a sufficient splitting of G
if and only if the standard maximal quotient G/RD is a proper quotient of G.

2.20. Maximal standard fully residually free quotients. Let G be a
group with a finite generating set X and D an abelian splitting of G. Denote by
G/RD = 〈X | S〉 a presentation of the maximal standard quotient G/RD relative to
X. Then the coordinate group FR(S) is a quotient of G/RD. If S1 = 1, . . . , Sk = 1
are finite systems that determine the irreducible components of the algebraic set
VF (S) then (see [4])

R(S) = R(S1) ∩ · · · ∩R(Sk)

and the radicals R(Si) are uniquely defined (up to reordering). Notice that the coor-
dinate groups FR(Si) are fully residually free, they are called the standard maximal
fully residually free quotients of G relative to D.

Lemma 2.28. The restriction of the canonical epimorphism π : G → G/RD

onto a rigid subgroup of D and onto a subgroup of the abelian vertex group generated
by the images of edge groups, is a monomorphism.

Proof. Let H be a rigid subgroups of D. Canonical automorphisms corre-
sponding to D act on H as conjugation. The set of all representatives of the
equivalence classes of solutions H → F with respect to conjugation is a discrim-
inating set for H. Similar argument works for a subgroup of the abelian vertex
group generated by the images of edge groups. ¤

Corollary 2.29. There exists a standard maximal fully residually free quotient
K of G such that all the restrictions of the canonical epimorphism G → K onto
rigid subgroups of D, onto edge subgroups in D, and onto the subgroups of abelian
vertex groups A generated by the images of all the edge groups of edges adjacent to
A, are monomorphisms.

Proof. Let K1, . . . ,Ks be all maximal standard fully residually free quotients
of G. Let φi : G/RD → Ki be the canonical epimorphism. Suppose that for each
i there exists an element ui in some rigid subgroup of D or in a subgroup of the
abelian vertex group generated by the images of edge groups such that φi(ui) = 1.
Since G is fully residually free, and for any homomorphism from G to F the image
of ui is a conjugate of φi(ui) = 1, there is some i such that each homomorphism
from G to F satisfies the equation ui = 1. ¤

3. Algorithms over fully residually free groups

3.1. Algorithms for equations and coordinate groups. In this section we
collect some results on algorithmic problems concerning equations over free groups
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and their coordinate groups. We assume below that a coordinate group G is given
by a finite system of equations S(X) = 1 over F in such a way that G = FR(S).

Theorem 3.1. The following statements are true:
(1) There is an algorithm which for a given finite system of equations S(X) =

1 over F and a given group word w(X) in X∪A determines whether w(X)
is equal to 1 in FR(S) or not;

(2) There is an algorithm which for a given finite systems of equations S(X) =
1, T (X) = 1 over F decides whether or not R(S) = R(T ).

Proof. (1) Let S(X) = 1 be a finite system of equations over F and w a group
word in the alphabet X ∪A. Then the universal sentence

ΦS,w = ∀X(S(X) = 1 → w(X) = 1)

is true in the free group F if and only if w ∈ R(S). Since the universal theory
Th∀(F ) is decidable [52] one can effectively check whether or not ΦS,w ∈ Th∀(F ).
This proves (1). Now (2) follows immediately from (1). ¤

Theorem 3.2. ( [36], see also Theorem 8.2 below.) There is an algorithm which
for a given system of equations S(X) = 1 over F finds finitely many NTQ-systems
Q1 = 1, . . . , Qn = 1 over F and F -homomorphisms φi : FR(S) → FR(Qi) such that
any F -homomorphism λ : FR(S) → F factors through one of the homomorphisms
φi, i = 1, . . . , n.

Corollary 3.3. There is an algorithms which for a given finite system of
equations S(X) = 1 over F finds finitely many groups G1, . . . , Gn ∈ F (given by
finite presentations in generators X ∪ A) and epimorphisms φi : FR(S) → Gi such
that any homomorphism φ : FR(S) → F factors through one of the epimorphisms
φ1, . . . , φn.

Proof. The result follows from Theorem 3.2 and Theorem 3.20. ¤

Theorem 3.4. [35] Given an NTQ system Q over F one can effectively find
an embedding φ : FR(Q) → FZ[t].

Theorem 3.5. Given a finite system of equations S = 1 over F and an F -
homomorphism φ : FR(S) → H of FR(S) into an NTQ F -group H one can effectively
decide whether φ is a monomorphism or not.

Proof. Let G = FR(S) for a finite system S = 1 over F and H an NTQ
F -group. Suppose φ : FR(S) → H is a homomorphism given by the set of images
Xφ ⊆ H. By Theorem 3.20 one can effectively find a finite set, say T , of defining
relations of the subgroup Gφ = 〈Xφ〉 6 H with respect to the generating set
Xφ. It follows that R(S) 6 R(T ). Clearly, φ is a monomorphism if and only if
R(S) = R(T ). The latter can be checked effectively by Theorem 3.1. ¤

Theorem 3.6. Given a finite irreducible system of equations S = 1 over F one
can effectively find an NTQ system Q over F and an embedding φ : FR(S) → FR(Q).

Proof. By Theorem 3.2 one can effectively find finitely many NTQ systems
Q1, . . . , Qn over F and F -homomorphisms φi : FR(S) → FR(Qi) such that any
F -homomorphism λ : FR(S) → F factors through one of the homomorphisms
φi, i = 1, . . . , n. It is known (see [35, 36, 4]) that in this case at least one of
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the homomorphisms φi is monic. Now by Theorem 3.5 one can effectively check
which homomorphisms among φ1, . . . , φn are monic. This proves the theorem. ¤

Theorem 3.7. There is an algorithm which for a given finite irreducible system
of equations S(X) = 1 over F finds a finite representation of the coordinate group
FR(S) with respect to the generating set X ∪A.

Proof. By Theorem 3.6 one can effectively find an NTQ system Q over F and
an embedding φ : FR(S) → FR(Q). It follows that one can effectively find the finite
generating set Xφ ∪ A of the subgroup Fφ

R(S) of the group FR(Q). Now, since the
group FR(Q) belongs to F the result follows immediately from Theorem 3.20. ¤

Corollary 3.8. For every finite irreducible system of equations S = 1 one
can effectively find the radical R(S) by specifying a finite set of generators of R(S)
as a normal subgroup.

Theorem 3.9 ([35]). There is an algorithm which for a given finite system of
equations S(X) = 1 over F finds its irreducible components.

Proof. We give here another, more direct, proof of this result. By Corollary
3.3 one can effectively find finitely many groups G1, . . . , Gn ∈ F , given by finite
presentations 〈X ∪A | Ti〉, and epimorphisms φi : FR(S) → Gi such that any homo-
morphism φ : GFR(S) → F factors through one of the epimorphisms φ1, . . . , phin.
It is not hard to see that the systems Ti = 1 are irreducible over F and

(12) VF (S) = VF (T1) ∪ · · · ∪ VF (Tn).

Now by Theorem 3.1 one can check effectively whether or not VF (Ti) = VF (Tj) or
VF (Ti) = VF (S), thus producing all irreducible components of VF (S). ¤

3.2. Algorithms for finitely generated fully residually free groups. In
this section we collect some results on algorithmic problems for finitely generated
fully residually free groups from [36, 40, 46, 57]. We assume below that groups
from F are given by finite presentations. Notice that if 〈X | S〉 is a finite pre-
sentation of a group G ∈ F then S(X) = 1 can be viewed as a finite irreducible
coefficient-free system of equations over F and R(S) = ncl(S) where the radical
R(S) is taken in the free group F (X) (without coefficients from F ). This allows
one to apply the algorithmic results from the Section 3.1 to groups from F .

Theorem 3.10. The word problem is decidable in groups from F .

Proof. Let G ∈ F and g ∈ G. Since G is finitely presented one can effectively
enumerate all consequences of relators of G, so if g = 1 then g will occur in this
enumeration. On the other hand, one can effectively enumerate all homomorphisms
φ1, φ2, . . . , from G into a given free group F (say of rank 2). If g 6= 1 then, since G is
residually free, there exists φi such that φi(g) 6= 1, which can be verified effectively
(by trying one by one all the images φ1(g), φ2(g), . . .). This shows that the word
problem is decidable in G, as required. ¤

Theorem 3.11. [46] The conjugacy problem is decidable in groups from F .

Notice, that Theorem 3.11 also follows from [12], because finitely generated
fully residually free groups are relatively hyperbolic [20].
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Theorem 3.12. [57] The membership problem is decidable in groups from F .
Namely, there exists an algorithm which for a group G ∈ F given by a finite
presentation 〈X | R〉 and a finite tuple of words h1(X), . . . , hk(X), w(X) in the
alphabet X±1 decides whether or not the element w(X) belongs to the subgroup
〈h1(X), . . . , hk(X)〉.

Using an analog of Stallings’ foldings introduced in [53] for finitely generated
subgroups of FZ[t], one can obtain the following results.

Theorem 3.13. [46] Let G ∈ F and H and K finitely generated subgroups of
G given by finite generating sets. Then H ∩ K is finitely generated, and one can
effectively find a finite set of generators of H ∩K.

Theorem 3.14. [46] Let G ∈ F and H and K finitely generated subgroups
of G given by finite generating sets. Then one can effectively find a finite family
JG(H, K) of non-trivial finitely generated subgroups of G (given by finite generating
sets), such that

(1) every J ∈ JG(H, K) is of one of the following types

Hg1 ∩K, Hg1 ∩ CK(g2),

where g1 ∈ GrH, g2 ∈ K, moreover g1, g2 can be found effectively;
(2) for any non-trivial intersection Hg ∩ K, g ∈ G r H, there exists J ∈

JG(H,K) and f ∈ K such that

Hg ∩K = Jf ,

moreover J and f can be found effectively.

Corollary 3.15. Let H,K be finitely generated subgroups of finitely generated
fully residually free group G . Then one can effectively verify whether or not K is
conjugate into H, and if it is, then find a conjugator.

Corollary 3.16. Let H,K be finitely generated subgroups of finitely generated
fully residually free group G, let H be abelian. Then one can effectively find a finite
family J of non-trivial intersections J = Hg ∩ K 6= 1 such that any non-trivial
intersection Hg1 ∩K has form Jk for some k ∈ K and J ∈ J . One can effectively
find the generators of the subgroups from J .

Theorem 3.17. Given a group G ∈ F , a splitting D of G, and a finitely
generated freely indecomposable subgroup H of G (given by a finite generating set
Y ) one can effectively find the splitting DH of H induced from D. Moreover, one
can describe all the vertex and edge groups, and homomorphisms, which occur in
DH , explicitly as words in generators Y .

Proof. Following Lemma 2.1 one can construct effectively the graph of groups
for the subgroup H using Theorem 3.14. Indeed, for every vertex v ∈ X by Theorem
3.14 one can find effectively the complete finite family of non-trivial subgroups such
that each intersection H ∩ Gg

v were g runs over G contains a conjugate of one of
them in H. If all these intersections are trivial then by Lemma 2.1 the subgroup
H is cyclic. Otherwise there exists a vertex v ∈ X and an element g ∈ G such that
the subgroup Hv = H ∩ Gg

v is non-trivial. We start building the graph of groups
ΓH for H induced from G with the graph of groups Γ1 consisting of the vertex v
and the subgroup Hv associated with it. Now for every edge e outgoing from v in
the graph X we find by Corollary 3.16 the complete finite set (up to conjugation
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in Hv) of non-trivial intersections He = Hv ∩ Gg
e were g runs over G. If there are

no non-trivial intersections of this type then either Hv = H or Hv is a free factor
of H. Since, by Theorem 3.12 the membership problem is decidable in G one can
effectively check whether H = Hv or not. Suppose that He = Hv∩Gg

e 6= 1 for some
g ∈ G and an edge e outgoing from v. If u is the terminal vertex of e then Hu 6= 1
and we have reconstructed an edge in the graph ΓH . Denote by Γ2 the graph of
groups obtained from Γ1 by adding the edge e and the vertex u with the associated
subgroups He and Hu. If the fundamental group π(Γ2) is equal to H then we are
finished, otherwise we continue as above. In finitely many steps we will get a graph
of groups Γk such that π(Γk) = H. This proves the theorem. ¤

The Theorem 3.17 allows one to prove an effective version of Theorem 1.7.

Theorem 3.18. Let G be a finitely generated group which is given as a finite
sequence

(13) F = G0 6 G1 6 . . . 6 Gn = G

of extensions of centralizers Gi+1 = Gi(ui, ti). Then given a finite set of elements
Y ⊆ G one can effectively construct the subgroup 〈Y 〉 generated by Y in G from
free groups by finitely many operations of the following type:

(1) free products;
(2) free products with amalgamation along cyclic subgroups with at least one

of them being maximal;
(3) separated HNN extensions along cyclic subgroups with at least one of them

being maximal;
(4) free extensions of centralizers;

in such a way that all groups and homomorphisms which occur during this process
are given explicitly as words in generators Y .

Proof. The result follows from Theorem 3.17 by induction on the length of
the sequence (13). ¤

Corollary 3.19. There is an algorithm which for a given finitely generated
fully residually free group G determines whether G is hyperbolic or not.

Proof. Let G be a finitely generated fully residually free group. By Theorems
3.4 and 3.6 one can effectively embed G into a group Gn which is obtained from
a free group F by a finite sequence of extensions of centralizers as in 13. Now, by
Theorem 3.18 one can effectively construct G from F by finitely many operations
of the type (1)–(4). It is known (see, for example, [33]) that in this event G is
hyperbolic if and only if no operations of the type (4) occurred in the construction of
G. The latter can be checked algorithmically when the finite sequence of operations
is given. ¤

As a corollary of the Theorem 3.17 one can immediately obtain the following
result.

Theorem 3.20. There is an algorithm which for a given NTQ system Q over
F and a finitely generated subgroup H 6 FR(Q), given by a finite generating set Y ,
finds a finite presentation for H in the generators Y .
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Proof. By Theorem 3.4 one can effectively embed FR(Q) into FZ[t]. It follows
that one can effectively embed FR(Q) into a finitely generated group H which is
obtained from F by a finite sequence of extensions of centralizer. Now the result
follows from Theorem 3.18. ¤

Theorem 3.21. There is an algorithm which for a given group G ∈ F and a
finitely generated subgroup H 6 G (given by a finite generating set Y ), finds a finite
presentation for H in the generators Y .

Proof. Let G = 〈X | S〉 be a finite presentation of G. As we have mentioned
above one can view the relations S(X) = 1 as a coefficient-free finite irreducible
system of equations over F with the coordinate group G. By Theorem 3.6 one can
effectively embed the group G into the coordinate group FR(Q) of an NTQ system
Q over F . Now the result follows from Theorem 3.20. ¤

Observe also, that Theorem 3.20 can be derived from [32], Theorem 5.8.

Theorem 3.22. There is an algorithm which for a given homomorphism φ :
G → H between two groups from F decides whether or not:

(1) φ is an epimorphism;
(2) φ is a monomorphism;
(3) φ is an isomorphism.

Proof. Let G,H ∈ F and 〈X | S〉 a given finite presentation of G.
(1) Obviously, φ is onto if and only if Gφ = H. Observe that Gφ is generated

by a finite set Xφ, so by Theorem 3.12 one can effectively verify whether Gφ = H
or not, as required.

(2) By Theorem 3.20 one can effectively find a finite presentation, say 〈X | T 〉,
of the subgroup Gφ of H with respect to the generating set Xφ. Clearly, φ is monic
if and only if R(S) = R(T ) which can be effectively verified by Theorem 3.1. This
proves (2) and the theorem since (3) follows from (1) and (2).

¤

Theorem 3.23. [42] The Diophantine problem is decidable in groups from F .
Namely, there is an algorithm which for a given group G ∈ F and an equation
S = 1 over G decides whether or not the equation S = 1 has a solution in G (and
finds a solution if it exists ).

4. Generalized equations over free groups

Makanin [51] introduced the concept of a generalized equation constructed for
a finite system of equations in a free group F = F (A). Geometrically a generalized
equation consists of three kinds of objects: bases, boundaries and items. Roughly it
is a long interval with marked division points. The marked division points are the
boundaries. Subintervals between division points are items (we assign a variable to
each item). Line segments below certain subintervals, beginning at some boundary
and ending at some other boundary, are bases. Each base either corresponds to a
letter from A or has a double.

This concept becomes crucial to our subsequent work and is difficult to under-
stand. This is one of the main tools used to describe solution sets of systems of
equations. In subsequent papers we will use it also to obtain effectively different



126 O. KHARLAMPOVICH AND A. G. MYASNIKOV

x y

z

λ
1

λ

λ

2

xyz=1

3

1 λ1
λ

3 λ3
λ

2 λ
2

x y z

λ

Figure 2. From the cancellation tree for the equation xyz = 1 to
the generalized equation (x = λ1◦λ2, y = λ−1

2 ◦λ3, z = λ−1
3 ◦λ−1

1 ).

splittings of groups. Before we give a formal definition we will try to motivate it
with a simple example.

Suppose we have the simple equation xyz = 1 in a free group. Suppose that
we have a solution to this equation denoted by xφ, yφ, zφ where is φ is a given
homomorphism into a free group F (A). Since xφ, yφ, zφ are reduced words in the
generators A there must be complete cancellation. If we take a concatenation of the
geodesic subpaths corresponding to xφ, yφ and zφ we obtain a path in the Cayley
graph corresponding to this complete cancellation. This is called a cancellation tree
(see Fig. 2). In the simplest situation x = λ1 ◦λ2, y = λ−1

2 ◦λ3 and z = λ−1
3 ◦λ−1

1 .
The generalized equation would then be the following interval.

The boundaries would be the division points, the bases are the λ′s and the
items in this simple case are also the λ′s. In a more complicated equation where the
variables X, Y, Z appear more than one time this basic interval would be extended,
Since the solution of any equation in a free group must involve complete cancellation
this drawing of the interval is essentially the way one would solve such an equation.
Our picture above depended on one fixed solution φ. However for any equation
there are only finitely many such cancellation trees and hence only finitely many
generalized equations.

4.1. Generalized equations. Let A = {a1, . . . , am} be a set of constants
and X = {x1, . . . , xn} be a set of variables. Put G = F (A) and G[X] = G ∗ F (X).

Definition 4.1. A combinatorial generalized equation Ω (with constants from
A±1) consists of the following objects:

1. A finite set of bases BS = BS(Ω). Every base is either a constant base or a
variable base. Each constant base is associated with exactly one letter from A±1.
The set of variable bases M consists of 2n elements M = {µ1, . . . , µ2n}. The set M
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comes equipped with two functions: a function ε : M→ {1,−1} and an involution
∆ : M→M (i.e., ∆ is a bijection such that ∆2 is an identity on M). Bases µ and
∆(µ) (or µ̄) are called dual bases. We denote variable bases by µ, λ, . . . .

2. A set of boundaries BD = BD(Ω). BD is a finite initial segment of the set
of positive integers BD = {1, 2, . . . , ρ + 1}. We use letters i, j, . . . for boundaries.

3. Two functions α : BS → BD and β : BS → BD. We call α(µ) and β(µ) the
initial and terminal boundaries of the base µ (or endpoints of µ). These functions
satisfy the following conditions: α(b) < β(b) for every base b ∈ BS; if b is a constant
base then β(b) = α(b) + 1.

4. A finite set of boundary connections BC = BC(Ω). A boundary connection
is a triple (i, µ, j) where i, j ∈ BD, µ ∈ M such that α(µ) < i < β(µ) and
α(∆(µ)) < j < β(∆(µ)). We will assume for simplicity, that if (i, µ, j) ∈ BC then
(j, ∆(µ), i) ∈ BC. This allows one to identify connections (i, µ, j) and (j, ∆(µ), i).

For a combinatorial generalized equation Ω, one can canonically associate a
system of equations in variables h1, . . . , hρ over F (A) (variables hi are sometimes
called items). This system is called a generalized equation, and (slightly abusing the
language) we denote it by the same symbol Ω. The generalized equation Ω consists
of the following three types of equations.

1. Each pair of dual variable bases (λ, ∆(λ)) provides an equation

[hα(λ)hα(λ)+1 · · ·hβ(λ)−1]ε(λ) = [hα(∆(λ))hα(∆(λ))+1 · · ·hβ(∆(λ))−1]ε(∆(λ)).

These equations are called basic equations.
2. For each constant base b we write down a coefficient equation

hα(b) = a,

where a ∈ A±1 is the constant associated with b.
3. Every boundary connection (p, λ, q) gives rise to a boundary equation

[hα(λ)hα(λ)+1 · · ·hp−1] = [hα(∆(λ))hα(∆(λ))+1 · · ·hq−1],

if ε(λ) = ε(∆(λ)) and

[hα(λ)hα(λ)+1 · · ·hp−1] = [hqhq+1 · · ·hβ(∆(λ))−1]−1,

if ε(λ) = −ε(∆(λ)).

Remark 2. We assume that every generalized equation comes associated with
a combinatorial one.

Example 4.2. Consider as an example the Malcev equation [x, y][b, a] = 1,
where a, b ∈ A. Consider the following solution of this equation:

xφ = ((bn1a)n2b)n3bn1a, yφ = (bn1a)n2b.

Fig. 3 shows the cancellation tree and the generalized equation for this solution.
This generalized equation has ten variables h1, . . . , h10 and eleven boundaries. The
system of basic equations for this generalized equation is the following

h1 = h7, h2 = h8, h5 = h6, h1h2h3h4 = h6h7, h5 = h8h9h10.

The system of coefficient equations is

h3 = b, h4 = a, h9 = a, h10 = b.



128 O. KHARLAMPOVICH AND A. G. MYASNIKOV

x

y

y

x

a
b

a  b

[x,y][b,a]=1

λ µ µ λµ
1

λ λ
1 2

1                                          2           3     4    5                     6                    7                                           8           9   10  11

b a a bµ
1

λ
1

λ
2

Figure 3. A cancellation tree and the generalized equation cor-
responding to this tree for the equation [x, y][b, a] = 1.

Definition 4.3. Let Ω(h) = {L1(h) = R1(h), . . . , Ls(h) = Rs(h)} be a gener-
alized equation in variables h = (h1, . . . , hρ) with constants from A±1. A sequence
of reduced nonempty words U = (U1(A), . . . , Uρ(A)) in the alphabet A±1 is a solu-
tion of Ω if:

1) all words Li(U), Ri(U) are reduced as written;
2) Li(U) = Ri(U), i = 1, . . . , s.

The notation (Ω, U) means that U is a solution of the generalized equation Ω.

Remark 3. Notice that a solution U of a generalized equation Ω can be viewed
as a solution of Ω in the free monoid Fmon(A±1) (i.e., the equalities Li(U) = Ri(U)
are graphical) which satisfies an additional condition U ∈ F (A) 6 Fmon(A±1).

Obviously, each solution U of Ω gives rise to a solution of Ω in the free group
F (A). The converse does not hold in general, i.e., it might happen that U is a
solution of Ω in F (A) but not in Fmon(A±1), i.e., all equalities Li(U) = Ri(U) hold
only after a free reduction but not graphically. We introduce the following notation
which will allow us to distinguish in which structure (Fmon(A±1) or F (A)) we are
looking for solutions for Ω.

If
S = {L1(h) = R1(h), . . . , Ls(h) = Rs(h)}

is an arbitrary system of equations with constants from A±1, then by S∗ we denote
the system of equations

S∗ = {L1(h)R1(h)−1 = 1, . . . , Ls(h)Rs(h)−1 = 1}
over the free group F (A).
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Definition 4.4. A generalized equations Ω is called formally consistent if it
satisfies the following conditions.

1) If ε(µ) = −ε(∆(µ)), then the bases µ and ∆(µ) do not intersect, i.e. non
of the the items hα(µ), hβ(µ)−1 is contained in ∆(µ).

2) If two boundary equations have respective parameters (p, λ, q) and (p1, λ, q1)
with p 6 p1, then q 6 q1 in the case when ε(λ)ε(∆(λ)) = 1, and q > q1 in
the case ε(λ)ε(∆(λ)) = −1, in particular, if p = p1 then q = q1.

3) Let µ be a base such that α(µ) = α(∆(µ)) (in this case we say that bases
µ and ∆(µ) form a matched pair of dual bases). If (p, µ, q) is a boundary
connection related to µ then p = q.

4) A variable cannot occur in two distinct coefficient equations, i.e., any two
constant bases with the same left end-point are labelled by the same letter
from A±1.

5) If hi is a variable from some coefficient equation, and if (i, µ, q1), (i +
1, µ, q2) are boundary connections, then |q1 − q2| = 1.

Lemma 4.5.

(1) If a generalized equation Ω has a solution then Ω is formally consistent;
(2) There is an algorithm which for every generalized equation checks whether

it is formally consistent or not.

The proof is easy and we omit it.

Remark 4. In the sequel we consider only formally consistent generalized
equations.

It is convenient to visualize a generalized equation Ω as follows.

1 2 3 ρ− 1 ρ

λ
∆(λ)

µ
∆(µ)

4.2. Reduction to generalized equations. In this section, following Makanin
[51], we show how, for a given finite system of equations S(X, A) = 1 over a free
group F (A), one can canonically associate a finite collection of generalized equa-
tions GE(S) with constants from A±1, which to some extent describes all solutions
of the system S(X,A) = 1.

Let S(X, A) = 1 be a finite system of equations S1 = 1, . . . , Sm = 1 over a free
group F (A). We write S(X,A) = 1 in the form

(14)

r11r12 · · · r1l1 = 1,
r21r22 · · · r2l2 = 1,

...
rm1rm2 · · · rmlm = 1,

where rij are letters in the alphabet X±1 ∪A±1.
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A partition table T of the system above is a set of reduced words

T = {Vij(z1, . . . , zp)} (1 6 i 6 m, 1 6 j 6 li)

from a free group F [Z] = F (A ∪ Z), where Z = {z1, . . . , zp}, which satisfies the
following conditions:

1) The equality Vi1Vi2 · · ·Vili = 1, 1 6 i 6 m, holds in F [Z];
2) |Vij | 6 li − 1;
3) if rij = a ∈ A±1, then Vij = a.

Since |Vij | 6 li − 1 then at most |S| =
∑m

i=1(li − 1)li different letters zi can
occur in a partition table of the equation S(X,A) = 1. Therefore we will always
assume that p 6 d(S).

Each partition table encodes a particular type of cancellation that happens
when one substitutes a particular solution W (A) ∈ F (A) into S(X, A) = 1 and
then freely reduces the words in S(W (A), A) into the empty word.

Lemma 4.6. Let S(X,A) = 1 be a finite system of equations over F (A). Then
(1) the set PT (S) of all partition tables of S(X, A) = 1 is finite, and its

cardinality is bounded by a number which depends only on |S(X,A)|;
(2) one can effectively enumerate the set PT (S).

Proof. Since the words Vij have bounded length, one can effectively enumer-
ate the finite set of all collections of words {Vij} in F [Z] which satisfy the conditions
2), 3) above. Now for each such collection {Vij}, one can effectively check whether
the equalities Vi1Vi2 · · ·Vili = 1, 1 6 i 6 m hold in the free group F [Z] or not. This
allows one to list effectively all partition tables for S(X,A) = 1. ¤

To each partition table T = {Vij} one can assign a generalized equation ΩT in
the following way (below we use the notation .= for graphical equality). Consider
the following word V in M(A±1 ∪ Z±1) :

V
.= V11V12 · · ·V1l1 · · ·Vm1Vm2 · · ·Vmlm = y1 · · · yρ,

where yi ∈ A±1 ∪ Z±1 and ρ = d(V ) is the length of V . Then the generalized
equation ΩT = ΩT (h) has ρ + 1 boundaries and ρ variables h1, . . . , hρ which are
denoted by h = (h1, . . . , hρ).

Now we define bases of ΩT and the functions α, β, ε.
Let z ∈ Z. For any two distinct occurrences of z in V as

yi = zεi , yj = zεj (εi, εj ∈ {1,−1})
we introduce a pair of dual variable bases µz,i, µz,j such that ∆(µz,i) = µz,j (say,
if i < j). Put

α(µz,i) = i, β(µz,i) = i + 1, ε(µz,i) = εi.

The basic equation that corresponds to this pair of dual bases is hεi
i = h

εj

j .

Let x ∈ X. For any two distinct occurrences of x in S(X, A) = 1 as

ri,j = xεij , rs,t = xεst (εij , εst ∈ {1,−1})
we introduce a pair of dual bases µx,i,j and µx,s,t such that ∆(µx,i,j) = µx,s,t (say,
if (i, j) < (s, t) in the left lexicographic order). Now let Vij occurs in the word V
as a subword

Vij = yc · · · yd.
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Then we put

α(µx,i,j) = c, β(µx,i,j) = d + 1, ε(µx,i,j) = εij .

The basic equation which corresponds to these dual bases can be written in the
form

[hα(µx,i,j) · · ·hβ(µx,i,j)−1]εij = [hα(µx,s,t) · · ·hβ(µx,s,t)−1]εst .

Let rij = a ∈ A±1. In this case we introduce a constant base µij with the label
a. If Vij occurs in V as Vij = yc, then we put

α(µij) = c, β(µij) = c + 1.

The corresponding coefficient equation is written as hc = a.
The list of boundary connections here (and hence the boundary equations) is

empty. This defines the generalized equation ΩT . Put

GE(S) = {ΩT | T is a partition table for S(X, A) = 1}.
Then GE(S) is a finite collection of generalized equations which can be effectively
constructed for a given S(X, A) = 1.

For a generalized equation Ω we can also consider the same system of equations
in a free group. We denote this system by Ω∗. By FR(Ω) we denote the coordinate
group of Ω∗. Now we explain relations between the coordinate groups of S(X,A) = 1
and Ω∗T .

For a letter x in X we choose an arbitrary occurrence of x in S(X,A) = 1 as

rij = xεij .

Let µ = µx,i,j be the base that corresponds to this occurrence of x. Then Vij occurs
in V as the subword

Vij = yα(µ) · · · yβ(µ)−1.

Define a word Px(h) ∈ F [h] (where h = {h1, . . . , hρ}) as

Px(h,A) = hα(µ) · · ·hεij

β(µ)−1,

and put
P (h) = (Px1 , . . . , Pxn).

The tuple of words P (h) depends on a choice of occurrences of letters from X in
V . It follows from the construction above that the map X → F [h] defined by
x → Px(h, A) gives rise to an F -homomorphism

π : FR(S) → FR(ΩT ).

Observe that the image π(x) in FR(ΩT ) does not depend on a particular choice of
the occurrence of x in S(X, A) (the basic equations of ΩT make these images equal).
Hence π depends only on ΩT .

Now we relate solutions of S(X, A) = 1 with solutions of generalized equations
from GE(S). Let W (A) be a solution of S(X, A) = 1 in F (A). If in the system
(14) we make the substitution σ : X → W (A), then

(ri1ri2 · · · rili)
σ = rσ

i1r
σ
i2 · · · rσ

ili = 1

in F (A) for every i = 1, . . . , m. Hence every product Ri = rσ
i1r

σ
i2 · · · rσ

ili
can be

reduced to the empty word by a sequence of free reductions. Let us fix a particular
reduction process for each Ri. Denote by z̃1, . . . , z̃p all the (maximal) non-trivial
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subwords of rσ
ij that cancel out in some Ri (i = 1, . . . , m) during the chosen re-

duction process. Since every word rσ
ij in this process cancels out completely, that

implies that

rσ
ij = Vij(z̃1, . . . , z̃p)

for some reduced words Vij(Z) in variables Z = {z1, . . . , zp}. Moreover, the equality
above is graphical. Observe also that if rij = a ∈ A±1 then rσ

ij = a and we have
Vij = a. Since every word rσ

ij in Ri has at most one cancellation with any other
word rσ

ik and does not have cancellation with itself, we have |Vij | 6 li − 1. This
shows that the set T = {Vij} is a partition table for S(X, A) = 1. Obviously,

U(A) = (z̃1, . . . , z̃p)

is the solution of the generalized equation ΩT , which is induced by W (A). From
the construction of the map P (H) we deduce that W (A) = P (U(A)).

The reverse is also true: if U(A) is an arbitrary solution of the generalized
equation ΩT , then P (U(A)) is a solution of S(X, A) = 1.

We summarize the discussion above in the following lemma, which is essentially
due to Makanin [51].

Lemma 4.7. For a given system of equations S(X,A) = 1 over a free group
F = F (A), one can effectively construct a finite set

GE(S) = {ΩT | T is a partition table for S(X, A) = 1}
of generalized equations such that

(1) If the set GE(S) is empty, then S(X,A) = 1 has no solutions in F (A);
(2) for each Ω(H) ∈ GE(S) and for each x ∈ X one can effectively find a word

Px(H,A) ∈ F [H] of length at most |H| such that the map x :→ Px(H, A)
(x ∈ X) gives rise to an F -homomorphism πΩ : FR(S) → FR(Ω);

(3) for any solution W (A) ∈ F (A)n of the system S(X, A) = 1 there exists
Ω(H) ∈ GE(S) and a solution U(A) of Ω(H) such that W (A) = P (U(A)),
where P (H) = (Px1 , . . . , Pxn), and this equality is graphical;

(4) for any F -group F̃ , if a generalized equation Ω(H) ∈ GE(S) has a solution
Ũ in F̃ , then P (Ũ) is a solution of S(X, A) = 1 in F̃ .

Corollary 4.8. In the notations of Lemma 4.7 for any solution W (A) ∈
F (A)n of the system S(X,A) = 1 there exists Ω(H) ∈ GE(S) and a solution U(A)
of Ω(H) such that the following diagram commutes.

FR(S) FR(Ω)

F

-

?

¡
¡

¡
¡

¡
¡

¡
¡ª

πW πU

π
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4.3. Generalized equations with parameters. In this section, following
[62] and [36], we consider generalized equations with parameters. These kinds of
equations appear naturally in Makanin’s type rewriting processes and provide a
convenient tool to organize induction properly.

Let Ω be a generalized equation. An item hi belongs to a base µ (and, in this
event, µ contains hi) if α(µ) 6 i 6 β(µ) − 1. An item hi is constant if it belongs
to a constant base, hi is free if it does not belong to any base. By γ(hi) = γi we
denote the number of bases which contain hi. We call γi the degree of hi.

A boundary i crosses (or intersects) the base µ if α(µ) < i < β(µ). A boundary
i touches the base µ (or i is an end-point of µ) if i = α(µ) or i = β(µ). A boundary
is said to be open if it crosses at least one base, otherwise it is called closed. We
say that a boundary i is tied (or bound) by a base µ (or µ-tied) if there exists a
boundary connection (p, µ, q) such that i = p or i = q. A boundary is free if it does
not touch any base and it is not tied by a boundary connection.

A set of consecutive items [i, j] = {hi, . . . , hi+j−1} is called a section. A section
is said to be closed if the boundaries i and i + j are closed and all the boundaries
between them are open. A base µ is contained in a base λ if α(λ) 6 α(µ) < β(µ) 6
β(λ). If µ is a base then by σ(µ) we denote the section [α(µ), β(µ)] and by h(µ)
we denote the product of items hα(µ) · · ·hβ(µ)−1. In general for a section [i, j] by
h[i, j] we denote the product hi · · ·hj−1.

Definition 4.9. Let Ω be a generalized equation. If the set Σ = ΣΩ of all
closed sections of Ω is partitioned into a disjoint union of subsets

(15) ΣΩ = V Σ ∪ PΣ ∪ CΣ,

then Ω is called a generalized equation with parameters or a parametric generalized
equation. Sections from V Σ, PΣ, and CΣ are called correspondingly, variable,
parametric, and constant sections. To organize the branching process properly, we
usually divide variable sections into two disjoint parts:

(16) V Σ = AΣ ∪NAΣ

Sections from AΣ are called active, and sections from NAΣ are non-active. In
the case when partition (16) is not specified we assume that AΣ = V Σ. Thus, in
general, we have a partition

(17) ΣΩ = AΣ ∪NAΣ ∪ PΣ ∪ CΣ

If σ ∈ Σ, then every base or item from σ is called active, non-active, parametric,
or constant, with respect to the type of σ.

We will see later that every parametric generalized equation can be written in
a particular standard form.

Definition 4.10. We say that a parametric generalized equation Ω is in a
standard form if the following conditions hold:

1) all non-active sections from NAΣΩ are located to the right of all active
sections from AΣ, all parametric sections from PΣΩ are located to the
right of all non-active sections, and all constant sections from CΣ are
located to the right of all parametric sections; namely, there are numbers
1 6 ρA 6 ρNA 6 ρP 6 ρC 6 ρ=ρΩ such that [1, ρA +1], [ρA +1, ρNA +1],
[ρNA + 1, ρP + 1], and [ρP + 1, ρΩ + 1] are, correspondingly, unions of all
active, all non-active, all parametric, and all constant sections;
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2) for every letter a ∈ A±1 there is at most one constant base in Ω labelled
by a, and all such bases are located in the CΣ;

3) every free variable (item) hi of Ω is located in CΣ.

Sometimes, we label the item associated with some letter by this letter.
Now we describe a typical method for constructing generalized equations with

parameters starting with a system of ordinary group equations with constants from
A.

4.4. Parametric generalized equations corresponding to group equa-
tions. Let

(18) S(X,Y1, Y2, . . . , Yk, A) = 1

be a finite system of equations with constants from A±1 and with the set of variables
partitioned into a disjoint union

(19) X ∪ Y1 ∪ · · · ∪ Yk

Denote by GE(S) the set of generalized equations corresponding to S = 1 from
Lemma 4.7. Put Y = Y1 ∪ · · · ∪ Yk. Let Ω ∈ GE(S). Recall that every base µ
occurs in Ω either related to some occurrence of a variable from X∪Y in the system
S(X,Y, A) = 1, or related to an occurrence of a letter z ∈ Z in the word V (see
Lemma 4.6), or is a constant base. If µ corresponds to a variable x ∈ X (y ∈ Yi)
then we say that µ is an X-base (Yi-base). Sometimes we refer to Yi-bases as to Y
bases. For a base µ of Ω denote by σµ the section σµ = [α(µ), β(µ)]. Observe that
the section σµ is closed in Ω for every X-base, or Y -base. If µ is an X-base (Y -base
or Yi-base), then the section σµ is called an X-section (Y -section or Yi-section).
If µ is a constant base and the section σµ is closed then we call σµ a constant
section. Using the derived transformation D2 we transport all closed Y1-sections to
the right end of the generalized equations behind all the sections of the equation
(in an arbitrary order), then we transport all Y2-sections and put them behind all
Y1-sections, and so on. Eventually, we transport all Y -sections to the very end of
the interval and they appear there with respect to the partition (19). After that
we take all the constant sections and put them behind all the parametric sections.
Now, let AΣ be the set of all X-sections, NAΣ = ∅, PΣ be the set of all Y -sections,
and CΣ be the set of all constant sections. This defines a parametric generalized
equation Ω = ΩY with parameters corresponding to the set of variables Y . If the
partition of variables (19) is fixed we will omit Y in the notation above and call Ω
the parameterized equation obtained from Ω. Denote by

GEpar(Ω) = {ΩY | Ω ∈ GE(Ω) }
the set of all parameterized equations of the system (18).

5. Elimination process: construction of T (Ω)

In [36] and [40], Section 5, we described a general process of transformations
of a generalized equation and construction of fundamental sequences of solutions
of equations. In those papers we called this process “Makanin-Razborov process”,
and sometimes it caused a confusion because the process that we described is quite
different. Since we use different variations of the process, we prefer to call any such
variation here an Elimination process.
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5.1. Elementary transformations. In this section we describe elementary
transformations of generalized equations which were introduced by Makanin in
[51]. Recall that we consider only formally consistent equations. In general, an
elementary transformation ET associates to a generalized equation Ω a finite set
of generalized equations ET (Ω) = {Ω1, . . . , Ωr} and a collection of surjective ho-
momorphisms θi : GR(Ω) → GR(Ωi) such that for every pair (Ω, U) there exists a
unique pair of the type (Ωi, Ui) for which the following diagram commutes.

FR(Ω) FR(Ωi)

F (A)

-

?

¡
¡

¡
¡

¡
¡

¡
¡ª

πUi πUi

θi

Here πU (X) = U. Since the pair (Ωi, Ui) is defined uniquely, we have a well-
defined map
ET : (Ω, U) → (Ωi, Ui).

ET1 (Cutting a base). Suppose Ω contains a boundary connection 〈p, λ, q〉.
Then we replace (cut in p) the base λ by two new bases λ1 and λ2 and also re-
place (cut in q) ∆(λ) by two new bases ∆(λ1) and ∆(λ2) such that the following
conditions hold.

If ε(λ) = ε(∆(λ)), then

α(λ1) = α(λ), β(λ1) = p, α(λ2) = p, β(λ2) = β(λ);

α(∆(λ1)) = α(∆(λ)), β(∆(λ1)) = q, α(∆(λ2)) = q, β(∆(λ2)) = β(∆(λ));
If ε(λ) = −ε(∆(λ)), then

α(λ1) = α(λ), β(λ1) = p, α(λ2) = p, β(λ2) = β(λ);

α(∆(λ1)) = q, β(∆(λ1)) = β(∆(λ)), α(∆(λ2)) = α(∆(λ)), β(∆(λ2)) = q;
Put ε(λi) = ε(λ), ε(∆(λi)) = ε(∆(λ)), i = 1, 2.
Let (p′, λ, q′) be a boundary connection in Ω.
If p′ < p, then replace (p′, λ, q′) by (p′, λ1, q

′).
If p′ > p, then replace (p′, λ, q′) by (p′, λ2, q

′).
Notice, since the equation Ω is formally consistent, then the conditions above

define boundary connections in the new generalized equation. The resulting gener-
alized equation Ω′ is formally consistent. Put ET (Ω) = {Ω′}. Fig. 4 below explains
the name of the transformation ET1.

ET2 (Transfer of a base). Let a base µ of a generalized equation Ω be contained
in the base λ, i.e., α(λ) 6 α(µ) < β(µ) 6 β(λ)). Suppose that the boundaries α(µ)
and β(µ)) are λ-tied, i.e., there are boundary connections of the type 〈α(µ), λ, γ1〉
and 〈β(µ), λ, γ2〉. Suppose also that every µ-tied boundary is λ-tied. Then we
transfer µ from its location on the base λ to the corresponding location on the base
∆(λ) and adjust all the basic and boundary equations (see Fig. 5). More formally,
we replace µ by a new base µ′ such that α(µ′) = γ1, β(µ′) = γ2 and replace each
µ-boundary connection (p, µ, q) with a new one (p′, µ′, q) where p and p′ come
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Figure 4. Elementary transformation ET1.

from the λ-boundary connection (p, λ, p′). The resulting equation is denoted by
Ω′ = ET2(Ω).
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"TRANSFER BASE"

1
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λ

µ

µ

µ

λ

µ

λ

λ

Figure 5. Elementary transformation ET2.
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ET3 (Removal of a pair of matched bases (see Fig. 6)). Let λ and ∆(λ) be a
pair of matched bases in Ω. Since Ω is formally consistent one has ε(λ) = ε(∆(λ)),
β(λ) = β(∆(λ)) and every λ-boundary connection is of the type (p, λ, p). Remove
the pair of bases λ, ∆(λ) with all boundary connections related to λ. Denote the
new generalized equation by Ω′.

Remark. Observe that, for i = 1, 2, 3 ETi(Ω) consists of a single equation Ω′,
such that Ω and Ω′ have the same set of variables H, and the identity map F [H] →
F [H] induces an F -isomorphism FR(Ω) → FR(Ω′). Moreover, U is a solution of Ω if
and only if U is a solution of Ω′.

ET3

01 2 3 4 5 6 7 8 9 1

01 2 3 4 5 6 7 8 9 1

µ

λ

λ

µ

µ

µ

Figure 6. Elementary transformation ET3.

ET4 (Removal of a lonely base (see Fig. 7)). Suppose in Ω a variable base
λ does not intersect any other variable base, i.e., the items hα(λ), . . . , hβ(λ)−1 are
contained in only one variable base λ. Suppose also that all boundaries in λ are
λ-tied, i.e., for every i (α(λ)+1 6 i 6 β−1) there exists a boundary b(i) such that
(i, λ, b(i)) is a boundary connection in Ω. For convenience we define: b(α(λ)) =
α(∆(λ)) and b(β(λ)) = β(∆(λ)) if ε(λ)ε(∆(λ)) = 1, and b(α(λ)) = β(∆(λ)) and
b(β(λ)) = α(∆(λ)) if ε(λ)ε(∆(λ)) = −1.

The transformation ET4 carries Ω into a unique generalized equation Ω1 which
is obtained from Ω by deleting the pair of bases λ and ∆(λ); deleting all the
boundaries α(λ)+1, . . . , β(λ)−1 ( and renaming the rest β(λ)−α(λ)−1 boundaries)
together with all λ-boundary connections; replacing every constant base θ which
is contained in λ by a constant base θ′ with the same label as θ and such that
α(θ′) = b(α(θ)), β(θ′) = b(β(θ)).

We define the homomorphism π : FR(Ω) → FR(Ω′) as follows: π(hj) = hj if
j < α(λ) or j > β(λ);
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π(hi) = { hb(i) · · ·hb(i)−1, ifε(λ) = ε(∆λ),
hb(i) · · ·hb(i−1)−1, ifε(λ) = −ε(∆λ)

for α + 1 6 i 6 β(λ)− 1. It is not hard to see that π is an F -isomorphism.

"DELETE LONE BASE"

01 2 3 4 5 6 7 8 9 1

1 2 3 4 5 6

µ

λ

µ

µ

µ

λ

Figure 7. Elementary transformation ET4.

ET5 (Introduction of a boundary (see Fig. 8)). Suppose a point p in a base
λ is not λ-tied. The transformation ET5 λ-ties it in all possible ways, producing
finitely many different generalized equations. To this end, let q be a boundary on
∆(λ). Then we perform one of the following two transformations:

1. Introduce the boundary connection 〈p, λ, q〉 if the resulting equation Ωq is
formally consistent. In this case the corresponding F -homomorphism πq : FR(Ω)

into FR(Ωq) is induced by the identity isomorphism on F [H]. Observe that πq is
not necessary an isomorphism.

2. Introduce a new boundary q′ between q and q + 1 (and rename all the
boundaries); introduce a new boundary connection (p, λ, q′). Denote the resulting
equation by Ω′q. In this case the corresponding F -homomorphism πq′ : FR(Ω) into
FR(Ωq′ ) is induced by the map π(h) = h, if h 6= hq, and π(hq) = hq′hq′+1. Observe
that πq′ is an F -isomorphism.

Let Ω be a generalized equation and E be an elementary transformation. By
E(Ω) we denote a generalized equation obtained from Ω by the elementary trans-
formation E (perhaps several such equations) if E is applicable to Ω, otherwise we
put E(Ω) = Ω. By φE : FR(Ω) → FR(E(Ω)) we denote the canonical homomorphism
of the coordinate groups (which has been described above in the case E(Ω) 6= Ω),
otherwise, the identical isomorphism.
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Figure 8. Elementary transformation ET5.

Lemma 5.1. There exists an algorithm which for every generalized equation Ω
and every elementary transformation E determines whether the canonical homo-
morphism φE : FR(Ω) → FR(E(Ω)) is an isomorphism or not.

Proof. The only non-trivial case is when E = E5 and no new boundaries
were introduced. In this case E(Ω) is obtained from Ω by adding a new particular
equation, say s = 1, which is effectively determined by Ω and E(Ω). In this event,
the coordinate group

FR(E(Ω)) = FR(Ω∪{s})
is a quotient group of FR(Ω). Now φE is an isomorphism if and only if R(Ω) =
R(Ω ∪ {s}), or, equivalently, s ∈ R(Ω). The latter condition holds if and only if s
vanishes on all solutions of the system of (group-theoretic) equations Ω = 1 in F ,
i.e., if the following formula holds in F :

∀x1 · · · ∀xρ(Ω(x1, . . . , xρ) = 1 → s(x1, . . . , xρ) = 1).

This can be checked effectively, since the universal theory of a free group F is
decidable [52]. ¤

5.2. Derived transformations and auxiliary transformations. In this
section we describe several useful transformations of generalized equations. Some of
them can be realized as finite sequences of elementary transformations, we call them
derived transformations. Other transformations result in equivalent generalized
equations but cannot be realized by finite sequences of elementary moves.

D1 (Closing a section).
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Let σ be a section of Ω. The transformation D1 makes the section σ closed.
To perform D1 we introduce boundary connections (transformations ET5) through
the end-points of σ until these end-points are tied by every base containing them,
and then cut through the end-points all the bases containing them (transformations
ET1) (see Fig. 9).
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Figure 9. Derived transformation D1.
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D2 (Transporting a closed section).
Let σ be a closed section of a generalized equation Ω. We cut σ out of the

interval [1, ρΩ] together with all the bases and boundary connections on σ and put
σ at the end of the interval or between any two consecutive closed sections of Ω.
After that we correspondingly re-enumerate all the items and boundaries of the
latter equation to bring it to the proper form. Clearly, the original equation Ω
and the new one Ω′ have the same solution sets and their coordinate groups are
isomorphic (see Fig. 10).
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Figure 10. Derived transformation D2.

D3 (Complete cut).
Let Ω be a generalized equation. For every boundary connection (p, µ, q) in

Ω we cut the base µ at p applying ET1. The resulting generalized equation Ω̃ is
obtained from Ω by a consequent application of all possible ET1 transformations.
Clearly, Ω̃ does not depend on a particular choice of the sequence of transformations
ET1. Since ET1 preserves isomorphism between the coordinate groups, equations
Ω and Ω̃ have isomorphic coordinate groups, and the isomorphism arises from the
identity map F [H] → F [H].

D4 (Kernel of a generalized equation).
Suppose that a generalized equation Ω does not contain boundary connections.

An active base µ ∈ AΣΩ is called eliminable if at least one of the following holds:
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a) µ contains an item hi with γ(hi) = 1;
b) at least one of the boundaries α(µ), β(µ) is different from 1, ρ+1 and it does

not touch any other base (except µ).
A cleaning process for Ω consists of consequent removals of eliminable bases

until no eliminable bases left in the equation. The resulting generalized equation is
called a kernel of Ω and we denote it by Ker(Ω). It is easy to see that Ker(Ω) does
not depend on a particular cleaning process. Indeed, if Ω has two different elim-
inable bases µ1, µ2, and deletion of µi results in an equation Ωi then by induction
(on the number of eliminations) Ker(Ωi) is uniquely defined for i = 1, 2. Obviously,
µ1 is still eliminable in Ω2, as well as µ2 is eliminable in Ω1. Now eliminating
µ1 and µ2 from Ω2 and Ω1 we get one and the same equation Ω0. By induction
Ker(Ω1) = Ker(Ω0) = Ker(Ω2) hence the result. We say that a variable hi belongs
to the kernel (hi ∈ Ker(Ω)), if either hi belongs to at least one base in the kernel,
or it is parametric, or it is constant.

Also, for an equation Ω by Ω we denote the equation which is obtained from Ω
by deleting all free variables. Obviously,

FR(Ω) = FR(Ω) ∗ F (Y )

where Y is the set of free variables in Ω.
Let us consider what happens on the group level in the cleaning process.
We start with the case when just one base is eliminated. Let µ be an elim-

inable base in Ω = Ω(h1, . . . , hρ). Denote by Ω1 the equation resulting from Ω by
eliminating µ.

1) Suppose hi ∈ µ and γ(hi) = 1. Then the variable hi occurs only once in
Ω – precisely in the equation sµ = 1 corresponding to the base µ. Therefore, in
the coordinate group FR(Ω) the relation sµ = 1 can be written as hi = w, where w
does not contain hi. Using Tietze transformations we can rewrite the presentation
of FR(Ω) as FR(Ω′), where Ω′ is obtained from Ω by deleting sµ and the item hi. It
follows immediately that

FR(Ω1) ' FR(Ω′) ∗ 〈hi〉
and

(20) FR(Ω) ' FR(Ω′) ' FR(Ω1)
∗ F (Z)

for some free group F (Z). Notice that all the groups and equations which occur
above can be found effectively.

2) Suppose now that µ satisfies case b) above with respect to a boundary i.
Then in the equation sµ = 1 the variable hi−1 either occurs only once or it occurs
precisely twice and in this event the second occurrence of hi−1 (in ∆(µ)) is a part
of the subword (hi−1hi)±1. In both cases it is easy to see that the tuple

(h1, . . . , hi−2, sµ, hi−1hi, hi+1, . . . , hρ)

forms a basis of the ambient free group generated by (h1, . . . , hρ) and constants
from A. Therefore, eliminating the relation sµ = 1, we can rewrite the presentation
of FR(Ω) in generators Y = (h1, . . . , hi−2, hi−1hi, hi+1, . . . , hρ). Observe also that
any other equation sλ = 1 (λ 6= µ) of Ω either does not contain variables hi−1, hi

or it contains them as parts of the subword (hi−1hi)±1, i.e., any such a word sλ

can be expressed as a word wλ(Y ) in terms of generators Y and constants from A.
This shows that

FR(Ω) ' F (Y ∪A)R(wλ(Y )|λ 6=µ) ' FR(Ω′),
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where Ω′ is a generalized equation obtained from Ω1 by deleting the boundary i.
Denote by Ω′′ an equation obtained from Ω′ by adding a free variable z to the right
end of Ω′. It follows now that

FR(Ω1) ' FR(Ω′′) ' FR(Ω) ∗ 〈z〉
and

(21) FR(Ω) ' FR(Ω′) ∗ F (Z)

for some free group F (Z). Notice that all the groups and equations which occur
above can be found effectively.

By induction on the number of steps in a cleaning process we obtain the fol-
lowing lemma.

Lemma 5.2.
FR(Ω) ' FR(Ker Ω) ∗ F (Z)

where F (Z) is a free group on Z. Moreover, all the groups and equations which
occur above can be found effectively.

Proof. Let
Ω = Ω0 → Ω1 → . . . → Ωl = Ker Ω

be a cleaning process for Ω. It is easy to see (by induction on l) that for every
j = 0, . . . , l − 1

KerΩj = Ker Ωj .

Moreover, if Ωj+1 is obtained from Ωj as in the case 2) above, then (in the notation
above)

Ker(Ωj)1 = KerΩ′j .
Now the statement of the lemma follows from the remarks above and equalities (20)
and (21). ¤

D5 (Entire transformation).
We need a few further definitions. A base µ of the equation Ω is called a leading

base if α(µ) = 1. A leading base is said to be maximal (or a carrier) if β(λ) 6 β(µ),
for any other leading base λ. Let µ be a carrier base of Ω. Any active base λ 6= µ
with β(λ) 6 β(µ) is called a transfer base (with respect to µ).

Suppose now that Ω is a generalized equation with γ(hi) > 2 for each hi

in the active part of Ω. An entire transformation is a sequence of elementary
transformations which are performed as follows. We fix a carrier base µ of Ω. For
any transfer base λ we µ-tie (applying ET5) all boundaries in λ. Using ET2 we
transfer all transfer bases from µ onto ∆(µ). Now, there exists some i < β(µ) such
that h1, . . . , hi belong to only one base µ, while hi+1 belongs to at least two bases.
Applying ET1 we cut µ along the boundary i + 1. Finally, applying ET4 we delete
the section [1, i + 1].

D6 (Identifying closed constant sections).
Let λ and µ be two constant bases in Ω with labels aελ and aεµ , where a ∈ A

and ελ, εµ ∈ {1,−1}. Suppose that the sections σ(λ) = [i, i+1] and σ(µ) = [j, j+1]
are closed. Then we introduce a new variable base δ with its dual ∆(δ) such that
σ(δ) = [i, i+1], σ(∆(δ)) = [j, j+1], ε(δ) = ελ, ε(∆(δ)) = εµ. After that we transfer
all bases from δ onto ∆(δ) using ET2, remove the bases δ and ∆(δ), remove the item
hi, and enumerate the items in a proper order. Obviously, the coordinate group of
the resulting equation is isomorphic to the coordinate group of the original equation.
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5.3. Construction of the tree T (Ω). In this section we describe a branching
rewrite process for a generalized equation Ω. This process results in an (infinite)
tree T (Ω). At the end of the section we describe infinite paths in T (Ω).

Complexity of a parametric generalized equation.
Denote by ρA the number of variables hi in all active sections of Ω, by nA =

nA(Ω) the number of bases in active sections of Ω, by ν′ - the number of open
boundaries in the active sections, by σ′ - the number of closed boundaries in the
active sections.

The number of closed active sections containing no bases, precisely one base, or
more than one base are denoted by tA0, tA1, tA2 respectively. For a closed section
σ ∈ ΣΩ denote by n(σ), ρ(σ) the number of bases and, respectively, variables in σ.

ρA = ρA(Ω) =
∑

σ∈AΣΩ

ρ(σ)

nA = nA(Ω) =
∑

σ∈AΣΩ

n(σ)

The complexity of a parametric equation Ω is the number

τ = τ(Ω) =
∑

σ∈AΣΩ

max{0, n(σ)− 2}.

Notice that the entire transformation (D5) as well as the cleaning process (D4)
do not increase complexity of equations.

Let Ω be a parametric generalized equation. We construct a tree T (Ω) (with
associated structures), as a directed tree oriented from a root v0, starting at v0 and
proceeding by induction from vertices at distance n from the root to vertices at
distance n + 1 from the root.

We start with a general description of the tree T (Ω). For each vertex v in
T (Ω) there exists a unique generalized equation Ωv associated with v. The initial
equation Ω is associated with the root v0, Ωv0 = Ω. For each edge v → v′ (here v
and v′ are the origin and the terminus of the edge) there exists a unique surjective
homomorphism π(v, v′) : FR(Ωv) → FR(Ω′v) associated with v → v′.

If
v → v1 → . . . → vs → u

is a path in T (Ω), then by π(v, u) we denote composition of corresponding homo-
morphisms

π(v, u) = π(v, v1) · · ·π(vs, u).
The set of edges of T (Ω) is subdivided into two classes: principal and auxil-

iary. Every newly constructed edge is principle, if not said otherwise. If v → v′

is a principle edge then there exists a finite sequence of elementary or derived
transformations from Ωv to Ωv′ and the homomorphism π(v, v′) is composition
of the homomorphisms corresponding to these transformations. We also assume
that active [non-active] sections in Ωv′ are naturally inherited from Ωv, if not said
otherwise.

Suppose the tree T (Ω) is constructed by induction up to a level n, and suppose
v is a vertex at distance n from the root v0. We describe now how to extend the
tree from v. The construction of the outgoing edges at v depends on which case
described below takes place at the vertex v. We always assume that if we have
Case i, then all Cases j, with j 6 i − 1, do not take place at v. We will see from
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the description below that there is an effective procedure to check whether or not
a given case takes place at a given vertex. It will be obvious for all cases, except
Case 1. We treat this case below.

Preprocessing.
Case 0. In Ωv we transport closed sections using D2 in such a way that all

active sections are at the left end of the interval (the active part of the equation),
then come all non-active sections (the non-active part of the equation), then come
parametric sections (the parametric part of the equation), and behind them all
constant sections are located (the constant part of the equation).

Termination conditions.
Case 1. The homomorphism π(v0, v) is not an isomorphism (or equivalently,

the homomorphism π(v1, v), where v1 is the parent of v, is not an isomorphism).
The vertex v is called a leaf or an end vertex. There are no outgoing edges from v.

Lemma 5.3. There is an algorithm to verify whether the homomorphism π(v, u),
associated with an edge v → u in T (Ω) is an isomorphism or not.

Proof. We will see below (by a straightforward inspection of Cases 1-15 be-
low) that every homomorphism of the type π(v, u) is a composition of the canon-
ical homomorphisms corresponding to the elementary (derived) transformations.
Moreover, this composition is effectively given. Now the result follows from Lemma
5.1. ¤

Case 2. Ωv does not contain active sections. The vertex v is called a leaf or an
end vertex. There are no outgoing edges from v.

Moving constants to the right.
Case 3. Ωv contains a constant base δ in an active section such that the section

σ(δ) is not closed.
Here we close the section σ(δ) using the derived transformation D1.
Case 4. Ωv contains a constant base δ with a label a ∈ A±1 such that the

section σ(δ) is closed.
Here we transport the section σ(δ) to the location right after all variables and

parametric sections in Ωv using the derived transformation D2. Then we identify
all closed sections of the type [i, i+1], which contain a constant base with the label
a±1, with the transported section σ(δ), using the derived transformation D6. In
the resulting generalized equation Ωv′ the section σ(δ) becomes a constant section,
and the corresponding edge (v, v′) is auxiliary. See Fig. 11.

Moving free variables to the right.
Case 5. Ωv contains a free variable hq in an active section.
Here we close the section [q, q +1] using D1, transport it to the very end of the

interval behind all items in Ωv using D2. In the resulting generalized equation Ωv′

the transported section becomes a constant section, and the corresponding edge
(v, v′) is auxiliary.

Remark 5. If Cases 0–5 are not possible at v then the parametric generalized
equation Ωv is in standard form.

Case 6. Ωv contains a pair of matched bases in an active section.
Here we perform ET3 and delete it. See Fig. 12.
Eliminating linear variables.
Case 7. In Ωv there is hi in an active section with γi = 1 and such that both

boundaries i and i + 1 are closed.
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Figure 11. Case 3-4: Moving constant bases.

Here we remove the closed section [i, i + 1] together with the lone base using
ET4.

Case 8. In Ωv there is hi in an active section with γi = 1 and such that one of
the boundaries i, i + 1 is open, say i + 1, and the other is closed.

Here we perform ET5 and τ -tie i+1 through the only base τ it intersects; using
ET1 we cut τ in i + 1; and then we delete the closed section [i, i + 1] by ET4. See
Fig. 13.

Case 9. In Ωv there is hi in an active section with γi = 1 and such that both
boundaries i and i+1 are open. In addition, assume that there is a closed section σ
containing exactly two (not matched) bases µ1 and µ2, such that σ = σ(µ1) = σ(µ2)
and in the generalized equation Ω̃v (see the derived transformation D3) all the bases
obtained from µ1, µ2 by ET1 in constructing Ω̃v from Ωv, do not belong to the kernel
of Ω̃v.

Here, using ET5, we µ1-tie all the boundaries inside µ1; using ET2, we transfer
µ2 onto ∆(µ1); and remove µ1 together with the closed section σ using ET4.

Case 10. Ωv satisfies the first assumption of Case 9 and does not satisfy the
second one.

In this event we close the section [i, i + 1] using D1 and remove it using ET4.
Tying a free boundary.
Case 11. Some boundary i in the active part of Ωv is free. Since we do not

have Case 5 the boundary i intersects at least one base, say, µ.
Here we µ-tie i using ET5.
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Figure 12. Case 5-6: Trivial equations and useless variables.

Quadratic case.
Case 12. Ωv satisfies the condition γi = 2 for each hi in the active part.
We apply the entire transformation D5.
Let us analyze the structure of FR(Ωv) in this case. Let σ be a closed section in

the active part σ = [h1, . . . , hi]. Let F1 be a free group with basis {h1, . . . , hi}. If
σ contains an open boundary j, then we can consider a new generalized equation
Ω′v obtained from Ωv by replacing the product hj−1hj by a new variable h′j−1 and
represent FR(Ωv) = FR(Ω′v)∗〈hj〉. Therefore we can suppose that σ does not contain
open boundaries. We say that µ is a quadratic base if σ contains µ and ∆(µ),
otherwise µ is a quadratic-coefficient base. Denote the set of quadratic-coefficient
bases by C. Suppose that σ contains quadratic bases. Let F1/σ be the quotient
of F1 over the normal closure of elements h[α(µ), β(µ)]h[α(∆(µ)), β(∆(µ))]−1. Let
M be a set that contains exactly one representative of each pair of double bases
on σ and contains also each base µ such that µ ∈ σ and ∆(µ) 6∈ σ. If we identify
each base on σ with its double, then the product h1 · · ·hi can be written as a
product of bases from M in exactly two different ways µi1 · · ·µik

, and µj1 · · ·µjt .
Then F1/σ is isomorphic to the quotient of the free group F (M) over the relation
µi1 · · ·µik

= µj1 · · ·µjt . Every element of M occurs in this relation at most twice.
Applying an automorphism of F (M) identical on C, we can obtain another basis
X ∪ T ∪C of this group such that in this basis the relation has form of a standard
quadratic equation in variables from X with coefficients in F (C) [49], Section 1.7,
(variables from T do not participate in any relations). The quadratic equation
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Figure 13. Case 7–10: Linear variables.

corresponding to σ can be written in the standard form with coefficients expressed
in terms of non-active variables. If the equation is regular, then FR(Ωv) has a QH
subgroup corresponding to this equation as described in Subsection 2.9.

If σ does not have quadratic-coefficient bases, then FR(Ωv) splits as a free prod-
uct with one factor being a closed surface group.

Case 13. Ωv satisfies the condition γi > 2 for each hi in the active part,
and γi > 2 for at least one such hi. In addition, for some active base µ section
σ(µ) = [α(µ), β(µ)] is closed.

In this case using ET5, we µ-tie every boundary inside µ; using ET2, we
transfer all bases from µ to ∆(µ); using ET4, we remove the lone base µ together
with the section σ(µ).

Case 14. Ωv satisfies the condition γi > 2 for each hi in the active part, and
γi > 2 for at least one such hi. In addition, some boundary j in the active part
touches some base λ, intersects some base µ, and j is not µ-tied.

Here we µ-tie j.
General JSJ-case.
Case 15. Ωv satisfies the condition γi > 2 for each hi in the active part, and

γi > 2 for at least one such hi. We apply, first, the entire transformation D5.
Here for every boundary j in the active part that touches at least one base, we

µ-tie j by every base µ containing j. This results in finitely many new vertices Ωv′

with principle edges (v, v′).
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If, in addition, Ωv satisfies the following condition (we called it Case 15.1 in [36])
then we construct the principle edges as was described above, and also construct a
few more auxiliary edges outgoing from the vertex v:

Case 15.1. The carrier base µ of the equation Ωv intersects with its dual ∆(µ).
Here we construct an auxiliary equation Ω̂v (which does not occur in T (Ω)) as

follows. Firstly, we add a new constant section [ρv + 1, ρv + 2] to the right of all
sections in Ωv (in particular, hρv+1 is a new free variable). Secondly, we introduce
a new pair of bases (λ, ∆(λ)) such that

α(λ) = 1, β(λ) = β(∆(µ)), α(∆(λ)) = ρv + 1, β(∆(λ)) = ρv + 2.

Notice that Ωv can be obtained from Ω̂v by ET4: deleting δ(λ) together with the
closed section [ρv + 1, ρv + 2]. Let

π̂v : FR(Ωv) → FR(Ω̂v)

be the isomorphism induced by ET4. Case 15 still holds for Ω̂v, but now λ is the
carrier base. Applying to Ω̂v transformations described in Case 15, we obtain a list
of new vertices Ωv′ together with isomorphisms

ηv′ : FR(Ω̂v) → FR(Ωv′ ).

Now for each such v′ we add to T (Ω) an auxiliary edge (v, v′) equipped with
composition of homomorphisms π(v, v′) = ηv′ ◦ π̂v and assign Ωv′ to the vertex v′.

If none of the Cases 0-15 is possible, then we stop, and the tree T (Ω) is con-
structed. In any case, the tree T (Ω) is constructed by induction. Observe that, in
general, T (Ω) is an infinite locally finite tree.

If Case i (0 6 i 6 15) takes place at a vertex v then we say that v has type i
and write tp(v) = i.

Example. Consider the generalized equation in Fig. 3. For this generalized
equation we first have to move constants to the right (Cases 3, 4). After this we have
Case 11 (tieing free boundaries). Then we have Case 12 (the entire transformation).
At the beginning λ1 is the leading base, then µ is the leading base. After these
transformations we obtain the generalized equation in Fig. 14.

ba

λ λ

λ µ

ν ν
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ν ν

ν

ν ν

2

2

2

1 1 13 3

1

[x,y][b,a]=1

ν2

Figure 14. Case 12 for the generalized equation Ω for the equa-
tion [x, y][b, a] = 1.

For this equation we still have Case 12. Beginning at this vertex of the tree
T (Ω) we have an infinite branch such that for all the vertices vi of this branch
Ωvi = Ωvi+1 .
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Lemma 5.4. [62, Lemma 3.1] If u → v is a principal edge of the tree T (Ω),
then

(1) nA(Ωv) 6 nA(Ωu), if tp(u) 6= 3, 10, this inequality is proper if tp(u) =
6, 7, 9, 13;

(2) If tp(u) = 10, then nA(Ωv) 6 nA(Ωu) + 2;
(3) ν′(Ωv) 6 ν′(Ωu) if tp(u) 6 13 and tp(u) 6= 3, 11;
(4) τ(Ωv) 6 τ(Ωu), if tp(u) 6= 3.

Proof. Straightforward verification. ¤
Lemma 5.5. Let

v1 → v2 → . . . → vr → . . .

be an infinite path in the tree T (Ω). Then there exists a natural number N such
that all the edges vn → vn+1 of this path with n > N are principal edges, and one
of the following situations holds:

1) (linear case) 7 6 tp(vn) 6 10 for all n > N ;
2) (quadratic case) tp(vn) = 12 for all n > N ;
3) (general JSJ case) tp(vn) = 15 for all n > N .

Proof. Observe that starting with a generalized equation Ω we can have Case
0 only once, afterward in all other equations the active part is at the left, then comes
the non-active part, then - the parametric part, and at the end - the constant part.
Obviously, Cases 1 and 2 do not occur on an infinite path. Notice also that Cases 3
and 4 can only occur finitely many times, namely, not more then 2t times where t
is the number of constant bases in the original equation Ω. Therefore, there exists
a natural number N1 such that tp(vi) > 5 for all i > N1.

Now we show that the number of vertices vi (i > N) for which tp(vi) = 5 is not
more than the minimal number of generators of the group FR(Ω), in particular, it
cannot be greater than ρ+1+ |A|, where ρ = ρ(Ω). Indeed, if a path from the root
v0 to a vertex v contains k vertices of type 5, then Ωv has at least k free variables in
the constant part. This implies that the coordinate group FR(Ωv) has a free group
of rank k as a free factor, hence it cannot be generated by less than k elements.
Since π(v0, v) : FR(Ω) → FR(Ωv) is a surjective homomorphism, the group FR(Ω)

cannot be generated by less then k elements. This shows that k 6 ρ + 1 + |A|. It
follows that there exists a number N2 > N1 such that tp(vi) > 5 for every i > N2.

Suppose i > N2. If tp(vi) = 12, then it is easy to see that tp(vi+1) = 6 or
tp(vi+1) = 12. But if tp(vi+1) = 6, then tp(vi+2) = 5 – contradiction with i > N2.
Therefore, tp(vi+1) = tp(vi+2) = . . . = tp(vi+j) = 12 for every j > 0 and we have
situation 2) of the lemma.

Suppose now tp(vi) 6= 12 for all i > N2. By Lemma 5.4 τ(Ωvj+1) 6 τ(Ωvj )
for every principle edge vj → vj+1 where j > N2. If vj → vj+1, where j > N2,
is an auxiliary edge then tp(vj) = 15 and, in fact, Case 15.1 takes place at vj .
In the notation of Case 15.1 Ωvj+1 is obtained from Ω̂vj by transformations from
Case 15. In this event, both bases µ and ∆(µ) will be transferred from the new
carrier base λ to the constant part, so the complexity will be decreased at least
by two: τ(Ωvj+1) 6 τ(Ω̂vj ) − 2. Observe also that τ(Ω̂vj ) = τ(Ωvj ) + 1. Hence
τ(Ωvj+1) < τ(Ωvj ).

It follows that there exists a number N3 > N2 such that τ(Ωvj ) = τ(ΩvN3
) for

every j > N3, i.e., complexity stabilizes. Since every auxiliary edge gives a decrease
of complexity, this implies that for every j > N3 the edge vj → vj+1 is principle.
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Suppose now that i > N3. We claim that tp(vi) 6= 6. Indeed, if tp(vi) = 6,
then the closed section, containing the matched bases µ,∆(µ), does not contain
any other bases (otherwise the complexity of Ωvi+1 would decrease). But in this
event tp(vi+1) = 5 which is impossible.

So tp(vi) > 7 for every i > N3. Observe that ET3 (deleting match bases) is the
only elementary transformation that can produce new free boundaries. Observe also
that ET3 can be applied only in Case 6. Since Case 6 does not occur anymore along
the path for i > N3, one can see that no new free boundaries occur in equations Ωvj

for j > N3. It follows that there exists a number N4 > N3 such that tp(vi) 6= 11
for every j > N4.

Suppose now that for some i > N4, 13 6 tp(vi) 6 15. It is easy to see from
the description of these cases that in this event tp(vi+1) ∈ {6, 13, 14, 15}. Since
tp(vi+1) 6= 6, this implies that 13 6 tp(vj) 6 15 for every j > i. In this case
the sequence nA(Ωvj ) stabilizes by lemma 5.4. In addition, if tp(vj) = 13, then
nA(Ωvj+1) < nA(Ωvj

). Hence there exists a number N5 > N4 such that tp(vj) 6= 13
for all j > N5.

Suppose i > N5. There cannot be more than 8(nA(Ωvi
)2 vertices of type 14 in

a row starting at a vertex vi; hence there exists j > i such that tp(vj) = 15. The
series of transformations ET5 in Case 15 guarantees the inequality tp(vj+1) 6= 14;
hence tp(vj+1) = 15, and we have situation 3) of the lemma.

So we can suppose tp(vi) 6 10 for all the vertices of our path. Then we have
situation 1) of the lemma. ¤

6. Elimination process: periodic structures

Recall that a reduced word P in a free group F is called a period if it is cyclically
reduced and not a proper power. A word w ∈ F is called P -periodic if d(w) > d(P )
and it is a subword of some (integer) power of P . Every P -periodic word w can be
presented in the form

(22) w = ArA1

where A is a cyclic permutation of P±1, r > 1, A = A1 ◦ A2, and A2 6= 1. This
representation is unique if r > 2. The number r is called the exponent of w. A
maximal exponent of P -periodic subword in u is called the exponent of P -periodicity
in u. We denote it eP (u).

Definition 6.1. Let Ω be a standard generalized equation. A solution H :
hi → Hi of Ω is called periodic with respect to a period P , if for every variable
section σ of Ω one of the following conditions hold:

1) H(σ) is P -periodic with exponent r > 2;
2) d(H(σ)) 6 d(P );
3) H(σ) is A-periodic and d(A) 6 d(P );

Moreover, condition 1) holds at least for one such σ.

The section σ is called P -periodic. In this section we will prove the following
result.

Proposition 6.2.

1. Let Ω be a generalized equation. One can effectively find a number N such
that every periodic solution of Ω with some period P (see Definition 6.1) is
a composition of a canonical automorphism of the coordinate group FR(Ω)
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with either a solution with exponent of periodicity for P less than N or a
solution of a fixed equation not in R(Ω). These canonical automorphisms
correspond to Dehn twists of FR(Ω) which are related to the splitting of
FR(Ω) (which comes from a so-called periodic structure) over an abelian
edge group.

2. Let Ω be a generalized equation with parameters Y that has a periodic
solution H of Ω with period P . Then one can effectively find a number N
such that there are two possibilities.
(1) FR(Ω) has a splitting modulo 〈Y 〉 and H is a composition of a canoni-

cal automorphism of the coordinate group FR(Ω) corresponding to this
splitting (fixing the subgroup of parameters) with a solution with ex-
ponent of P bounded by Ne(H(Y )) or a solution of an equation not
in R(Ω).

(2) e(H) 6 Ne(H(Y )).

One can effectively find N and the splitting.

We will prove this proposition in Subsection 6.4. We will later formulate a
more detailed statement about splittings of FR(Ω) (see Theorem 7.1).

6.1. Definition of a periodic structure. In this subsection we introduce
a notion of a periodic structure which allows one to describe periodic solutions of
generalized equations.

We fix till the end of the section a generalized equation Ω in standard form.
Recall that in Ω all closed sections σ, bases µ, and variables hi belong to either the
variable part V Σ, or the parametric part PΣ, or the constant part CΣ of Ω.

Definition 6.3. Let Ω be a generalized equation in standard form with no
boundary connections. A periodic structure on Ω is a pair 〈P, R〉, where

1) P is a set consisting of some variables hi, some bases µ, and some closed
sections σ from V Σ and such that the following conditions are satisfied:

a) if hi ∈ P and hi ∈ µ, and ∆(µ) ∈ V Σ, then µ ∈ P;
b) if µ ∈ P, then ∆(µ) ∈ P;
c) if µ ∈ P and µ ∈ σ, then σ ∈ P;
d) there exists a function X mapping the set of closed sections from P

into {−1, +1} such that for every µ, σ1, σ2 ∈ P, the condition that
µ ∈ σ1 and ∆(µ) ∈ σ2 implies
ε(µ) · ε(∆(µ)) = X (σ1) · X (σ2);

2) R is an equivalence relation on a certain set B (defined below) such that
the following conditions are satisfied:

e) Notice, that for every boundary l either there exists a unique closed
section σ(l) in P containing l, or there exist precisely two closed
section σleft(l) = [i, l], σright = [l, j] in P containing l. The set of
boundaries of the first type we denote by B1, and of the second type
- by B2. Put

B = B1 ∪ {lleft, lright | l ∈ B2}
here lleft, lright are two ”formal copies” of l. We will use the follow-
ing agreement: for any base µ if α(µ) ∈ B2 then by α(µ) we mean
α(µ)right and, similarly, if β(µ) ∈ B2 then by β(µ) we mean β(µ)left.
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f) Now, we define R as follows. If µ ∈ P then

α(µ) ∼R α(∆(µ)), β(µ) ∼R β(∆(µ)) if ε(µ) = ε(∆(µ))

α(µ)) ∼R β(∆(µ)), β(µ) ∼R α(∆(µ)) if ε(µ) = −ε(∆(µ)).

Remark 6. For a given Ω one can effectively find all periodic structures on Ω.

Let 〈P, R〉 be a periodic structure of Ω. Put

NP = {µ ∈ BΩ | ∃hi ∈ P such that hi ∈ µ and ∆(µ) is parametric or constant}
Now we will show how one can associate with a P -periodic solution H of Ω a

periodic structure P(H, P ) = 〈P, R〉. We define P as follows. A closed section σ is
in P if and only if σ ∈ V Σ and H(σ) is P -periodic with exponent > 2. A variable
hi is in P if and only if hi ∈ σ for some σ ∈ P and d(Hi) > 2d(P ). A base µ is in
P if and only if both µ and ∆(µ) are in vΣ and one of them contains hi from P.

Lemma 6.4. Let H be a periodic solution of Ω. Then P(H,P ) is a periodic
structure on Ω.

Proof. Let P(H, P ) = 〈P, R〉. Obviously, P satisfies a) and b) from the
definition 6.3.

Let µ ∈ P and µ ∈ [i, j]. There exists an unknown hk ∈ P such that hk ∈ µ or
hk ∈ ∆(µ). If hk ∈ µ, then, obviously, [i, j] ∈ P. If hk ∈ ∆(µ) and ∆(µ) ∈ [i′, j′],
then [i′, j′] ∈ P, and hence, the word H[α(∆(µ)), β(∆(µ))] can be written in the
form Qr′Q1, where Q = Q1Q2; Q is a cyclic shift of the word P±1 and r′ > 2. Now
let (22) be a presentation for the section [i, j]. Then H[α(µ), β(µ)] = BsB1, where
B is a cyclic shift of the word A±1, d(B) 6 d(P ), B = B1B2, and s > 0. From
the equality H[α(µ), β(µ)]ε(µ) = H[α(∆(µ)), β(∆(µ)))]ε(∆(µ)) and Lemma 1.2.9 [1]
it follows that B is a cyclic shift of the word Q±1. Consequently, A is a cyclic shift
of the word P±1, and r > 2 in (22), since d(H[i, j]) > d(H[α(µ), β(µ)]) > 2d(P ).
Therefore, [i, j] ∈ P; i.e, part c) of the definition 6.3 holds.

Put X ([i, j]) = ±1 depending on whether in (22) the word A is conjugate to P
or to P−1. If µ ∈ [i1, j1], ∆(µ) ∈ [i2, j2], and µ ∈ P, then the equality ε(µ) ·ε(∆(µ))
= X ([i1, j1]) ·X ([i2, j2]) follows from the fact that given ArA1 = BsB1 and r, s > 2,
the word A cannot be a cyclic shift of the word B−1. Hence part d) also holds.

Now let [i, j] ∈ P and i 6 l 6 j. Then there exists a subdivision P = P1P2 such
that if X ([i, j]) = 1, then the word H[i, l] is the end of the word (P∞)P1, where
P∞ is the infinite word obtained by concatenations of powers of P , and H[l, j] is
the beginning of the word P2(P∞), and if X ([i, j]) = −1, then the word H[i, l]
is the end of the word (P−1)∞P−1

2 and H[l, j] is the beginning of P−1
1 (P−1)∞.

Again, Lemma 1.2.9 [1] implies that the subdivision P = P1P2 with the indicated
properties is unique; denote it by δ(l). Let us define a relation R in the following
way: R(l1, l2) ­ δ(l1) = δ(l2). Condition e) of the definition of a periodic structure
obviously holds.

Condition f) follows from the graphic equality H[α(µ), β(µ)]ε(µ) = H[α(∆(µ)),
β(∆(µ))]ε(∆(µ)) and Lemma 1.2.9 [1].

This proves the lemma. ¤
Now let us fix a nonempty periodic structure 〈P, R〉. Item d) allows us to

assume (after replacing the variables hi, . . . , hj−1 by h−1
j−1, . . . , h

−1
i on those sections

[i, j] ∈ P for which X ([i, j]) = −1) that ε(µ) = 1 for all µ ∈ P. For a boundary k,
we will denote by (k) the equivalence class of the relation R to which it belongs.
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Let us construct an oriented graph Γ whose set of vertices is the set of R–
equivalence classes. For each unknown hk lying on a certain closed section from
P, we introduce an oriented edge e leading from (k) to (k + 1) and an inverse
edge e−1 leading from (k + 1) to (k). This edge e is assigned the label h(e) ­ hk

(respectively, h(e−1) ­ h−1
k .) For every path r = e±1

1 . . . e±1
s in the graph Γ, we

denote by h(r) its label h(e±1
1 ) . . . h(e±1

j ). The periodic structure 〈P, R〉 is called
connected, if the graph Γ is connected. Suppose first that 〈P, R〉 is connected. We
can always suppose that each boundary of Ω is a boundary between two bases.

Lemma 6.5. Let H be a P -periodic solution of a generalized equation Ω, 〈P, R〉 =
P(H, P ); c be a cycle in the graph Γ at the vertex (l); δ(l) = P1P2. Then there
exists n ∈ Z such that H(c) = (P2P1)n.

Proof. If e is an edge in the graph Γ with initial vertex V ′ and terminal
vertex V ′′, and P = P ′1P

′
2, P = P ′′1 P ′′2 are two subdivisions corresponding to the

boundaries from V ′, V ′′ respectively, then, obviously, H(e) = P ′2P
nkP ′′1 (nk ∈ Z).

The claim is easily proven by multiplying together the values H(E) for all the edges
e taking part in the cycle c. ¤

Definition 6.6. A generalized equation Ω is called periodized with respect to
a given periodic structure 〈P, R〉 of Ω , if for every two cycles c1 and c2 with the
same initial vertex in the graph Γ , there is a relation [h(c1), h(c2)] = 1 in FR(Ω).

6.2. Case 1. Set NP is empty. Let Γ0 be the subgraph of the graph Γ
having the same set of vertices and consisting of the edges e whose labels do not
belong to P. Choose a maximal subforest T0 in the graph Γ0 and extend it to a
maximal subforest T of the graph Γ. Since 〈P, R〉 is connected by assumption, it
follows that T is a tree. Let v0 be an arbitrary vertex of the graph Γ and r(v0, v)
the (unique) path from v0 to v all of whose vertices belong to T . For every edge
e : v → v′ not lying in T , we introduce a cycle ce = r(v0, v)e(r(v0, v

′))−1. Then
the fundamental group π1(Γ, v0) is generated by the cycles ce (see, for example, the
proof of Proposition 3.2.1 [49]). This and decidability of the universal theory of a
free group imply that the property of a generalized equation “to be periodized with
respect to a given periodic structure” is algorithmically decidable.

Furthermore, the set of elements

(23) {h(e) | e ∈ T} ∪ {h(ce) | e 6∈ T}
forms a basis of the free group with the set of generators {hk | hk is an un-
known lying on a closed section from P}. If µ ∈ P, then (β(µ)) = (β(∆(µ))),
(α(µ)) = (α(∆(µ))) by part f) from Definition 6.3 and, consequently, the word
h[α(µ), β(µ)]h[α(∆(µ)), β(∆(µ))]−1 is the label of a cycle c′(µ) from π1(Γ, (α(µ))).
Let c(µ) = r(v0, (α(µ)))c′(µ)r(v0, (α(µ)))−1. Then

(24) h(c(µ)) = uh[α(µ), β(µ)]h[α(∆(µ)), β(∆(µ))]−1u−1,

where u is a certain word. Since c(µ) ∈ π1(Γ, v0), it follows that c(µ) = bµ({ce | e 6∈
T}), where bµ is a certain word in the indicated generators which can be effectively
constructed (see Proposition 3.2.1 [49]).
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Let b̃µ denote the image of the word bµ in the abelianization of π(Γ, v0). Denote
by Z̃ the free abelian group consisting of formal linear combinations

∑
e 6∈T nec̃e

(ne ∈ Z), and by B̃ its subgroup generated by the elements b̃µ (µ ∈ P) and the
elements c̃e (e 6∈ T, h(e) 6∈ P). Let Ã = Z̃/B̃, T (Ã) the torsion subgroups of the
group Ã, and Z̃1 the preimage of T (Ã) in Z̃. The group Z̃/Z̃1 is free; therefore,
there exists a decomposition of the form

(25) Z̃ = Z̃1 ⊕ Z̃2, B̃ ⊆ Z̃1, (Z̃1 : B̃) < ∞.

Note that it is possible to express effectively a certain basis ˜̄c(1)
, ˜̄c(2)

of the
group Z̃ in terms of the generators c̃e so that for the subgroups Z̃1, Z̃2 gener-
ated by the sets ˜̄c(1)

, ˜̄c(2)
respectively, relation (25) holds. For this it suffices, for

instance, to look through the bases one by one, using the fact that under the con-
dition Z̃ = Z̃1 ⊕ Z̃2 the relations B̃ ⊆ Z̃1, (Z̃1 : B̃) < ∞ hold if and only if the
generators of the groups B̃ and Z̃1 generate the same linear subspace over Q, and
the latter is easily verified algorithmically. Notice, that a more economical algo-
rithm can be constructed by analyzing the proof of the classification theorem for
finitely generated abelian groups. By Proposition 1.4.4 [49], one can effectively
construct a basis c̄(1), c̄(2) of the free (non-abelian) group π1(Γ, v0) so that ˜̄c(1)

, ˜̄c(2)

are the natural images of the elements c̄(1), c̄(2) in Z̃.
Now assume that 〈P, R〉 is an arbitrary periodic structure of a periodized gen-

eralized equation Ω, not necessarily connected. Let Γ1, . . . , Γr be the connected
components of the graph Γ. The labels of edges of the component Γi form in the
equation Ω a union of closed sections from P; moreover, if a base µ ∈ P belongs to
such a section, then its dual ∆(µ), by condition f) of Definition 6.3, also possesses
this property. Therefore, by taking for Pi the set of labels of edges from Γi be-
longing to P, sections to which these labels belong, and bases µ ∈ P belonging to
these sections, and restricting in the corresponding way the relation R, we obtain
a periodic connected structure 〈Pi, Ri〉 with the graph Γi.

The notation 〈P ′, R′〉 ⊆ 〈P, R〉 means that P ′ ⊆ P, and the relation R′ is
a restriction of the relation R. In particular, 〈Pi, Ri〉 ⊆ 〈P, R〉 in the situation
described in the previous paragraph. Since Ω is periodized, the periodic structure
must be connected.

Let e1, . . . , em be all the edges of the graph Γ from T r T0. Since T0 is the
spanning forest of the graph Γ0, it follows that h(e1), . . . , h(em) ∈ P. Let F (Ω)
be a free group generated by the variables of Ω. Consider in the group F (Ω) a
new basis A∪ x̄ consisting of A, variables not belonging to the closed sections from
P (we denote by t̄ the family of these variables), variables {h(e) | e ∈ T } and
words h(c̄(1)), h(c̄(2)). Let vi be the initial vertex of the edge ei. We introduce new
variables ū(i) = {uie | e 6∈ T, e 6∈ P }, z̄(i) = { zie | e 6∈ T, e 6∈ P } for 1 6 i 6 m, as
follows

(26) uie = h(r(v0, vi)−1h(ce)h(r(v0, vi)),

(27) h(ei)−1uieh(ei) = zie.

Notice, that without loss of generality we can assume that v0 corresponds to
the beginning of the period P .
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Lemma 6.7. Let Ω be a consistent generalized equation periodized with respect
to a periodic structure 〈P, R〉 with empty set N(P). Then the following is true.

(1) One can choose the basis c̄(1) so that for any solution H of Ω periodic with
respect to a period P and P(H, P ) = 〈P, R〉 and any c ∈ c̄(1), H(c) = Pn,
where |n| < 2ρ.

(2) In a fully residually free quotient of FR(Ω) discriminated by solutions from
(1) the image of 〈h(c̄(1))〉 is either trivial or a cyclic subgroup.

(3) Let K be the subgroup of FR(Ω) generated by t̄, h(e), e ∈ T0, h(c̄(1)), ū(i)

and z̄(i), i = 1, . . . , m. If |c̄(2)| = s > 1, then the group FR(Ω) splits
as a fundamental group of a graph of groups with two vertices, where one
vertex group is K and the other is a free abelian group generated by h(c̄(2))
and h(c̄(1)). The corresponding edge group is generated by h(c̄(1)). The
other edges are loops at the vertex with vertex group K, have stable letters
h(ei), i = 1, . . . ,m, and associated subgroups 〈ūi〉, 〈z̄i〉. If c̄(2) = ∅, then
there is no vertex with abelian vertex group.

(4) Let A ∪ x̄ be the generators of the group FR(Ω) constructed above. If
ei ∈ P ∩ T , then the mapping defined as h(ei) → uk

ieh(ei) (k is any
integer) on the generator h(ei) and fixing all the other generators can be
extended to an automorphism of FR(Ω).

(5) If c ∈ c̄(2) and c′ is a cycle with initial vertex v0, then the mapping defined
by h(c) → h(c′)kh(c) and fixing all the other generators can be extended
to an automorphism of FR(Ω).

Proof. To prove assertion (1) we have to show that each simple cycle in the
graph Γ0 has length less than 2ρ. This is obvious, because the total number of
edges in Γ0 is not more than ρ and corresponding variables do not belong to P.

(2) The image of the group 〈h(c̄(1))〉 in F is cyclic, therefore one of the finite
number of equalities h(c1)n = h(c2)m, where c1, c2 ∈ c(1), n, m < 2ρ must hold for
any solution. Therefore in a fully residually free quotient the group generated by
the image of 〈 h(c̄(1))〉 is a cyclic subgroup.

To prove (3) we are to study in more detail how the unknowns h(ei) (1 6 i 6 m)
can participate in the equations from Ω∗ rewritten in the set of variables x̄ ∪A.

If hk does not lie on a closed section from P, or hk 6∈ P, but e ∈ T (where h(e) =
hk), then hk belongs to the basis x̄∪A and is distinct from each of h(e1), . . . , h(em).
Now let h(e) = hk, hk 6∈ P and e 6∈ T . Then e = r1cer2, where r1, r2 are paths in T .
Since e ∈ Γ0, h(ce) belongs to 〈c(1)〉 modulo commutation of cycles. The vertices
(k) and (k + 1) lie in the same connected component of the graph Γ0, and hence
they are connected by a path s in the forest T0. Furthermore, r1 and sr−1

2 are paths
in the tree T connecting the vertices (k) and v0; consequently, r1 = sr−1

2 . Thus,
e = sr−1

2 cer2 and hk = h(s)h(r2)−1h(ce)h(r2). The unknown h(ei) (1 6 i 6 m)
can occur in the right-hand side of the expression obtained (written in the basis
x̄ ∪ A) only in h(r2) and at most once. Moreover, the sign of this occurrence (if it
exists) depends only on the orientation of the edge ei with respect to the root v0 of
the tree T . If r2 = r′2e

±1
i r′′2 , then all the occurrences of the unknown h(ei) in the

words hk written in the basis x̄∪A, with hk 6∈ P, are contained in the occurrences
of words of the form h(ei)∓1h((r′2)

−1cer
′
2)h(ei)±1, i.e., in occurrences of the form

h(ei)∓1h(c)h(ei)±1, where c is a certain cycle of the graph Γ starting at the initial
vertex of the edge e±1

i .
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Therefore all the occurrences of h(ei), i = 1, . . . , m in the equations corre-
sponding to µ 6∈ P are of the form h(e−1

i )h(c)h(ei). Also, h(ei) does not occur in
the equations corresponding to µ ∈ P in the basis A ∪ x̄. The system Ω∗ is equiva-
lent to the following system in the variables x̄, z̄(i), ū(i), A, i = 1, . . . , m : equations
(26), (27),

(28) [uie1 , uie2 ] = 1,

(29) [h(c1), h(c2)] = 1, c1, c2 ∈ c(1), c(2),

and a system ψ̄(h(e), e ∈ T rP, h(c̄(1)), t̄, z̄(i), ū(i), A) = 1, such that either h(ei) or
c̄(2) do not occur in ψ̄. Let K = FR(ψ̄). Then to obtain FR(Ω) we fist take an HNN
extension of the group K with abelian associated subgroups generated by ū(i) and
z̄(i) and stable letters h(ei), and then extend the centralizer of the image of 〈c̄(1)〉
by the free abelian subgroup generated by the images of c̄(2).

Statements (4) and (5) follow from (3).
¤

We now introduce the notion of a canonical group of automorphisms corre-
sponding to a connected periodic structure.

Definition 6.8. In the case when the family of bases NP is empty automor-
phisms described in Lemma 6.7 for e1, . . . , em ∈ T r T0 and all ce for e ∈ P r T
generate the canonical group of automorphisms P0 corresponding to a connected
periodic structure.

Lemma 6.9. Let Ω be a nondegenerate generalized equation with no boundary
connections, periodized with respect to the periodic structure 〈P, R〉. Suppose that
the set NP is empty. Let H be a solution of Ω periodic with respect to a period P and
P(H, P ) =< P, R >. Combining canonical automorphisms of FR(Ω) one can get a
solution H+ of Ω with the property that for any hk ∈ P such that Hk = P2P

nkP1

(P2 and P1 are an end and a beginning of P ), H+
k = P2P

n+
k P1, where nk, n+

k > 0
and the numbers n+

k ’s are bounded by a certain computable function f2(Ω,P, R).
For all hk 6∈ P Hk = H+

k .

Proof. Let δ((k)) = P
(k)
1 P

(k)
2 . Denote by t(µ, hk) the number of occurrences

of the edge with label hk in the cycle cµ, calculated taking into account the orien-
tation. Let

(30) Hk = P
(k)
2 PnkP

(k+1)
1

(hk lies on a closed section from P), where the equality in (30) is graphic whenever
hk ∈ P. Direct calculations show that

(31) H(bµ) = P
P

k t(µ,hk)(nk+1).

This equation implies that the vector {nk} is a solution to the following system of
Diophantine equations in variables {zk|hk ∈ P}:

(32)
∑

hk∈P
t(µ, hk)zk +

∑

hk 6∈P
t(µ, hk)nk = 0,
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µ ∈ P . Note that the number of unknowns is bounded, and coefficients of this
system are bounded from above (|nk| 6 2 for hk 6∈ P) by a certain computable
function of Ω,P, and R. Obviously, (P (k)

2 )−1H+
k H−1

k P
(k)
2 = Pn+

k −nk commutes
with H(c), where c is a cycle such that H(c) = Pn0 , n0 < 2ρ.

If system (32) has only one solution, then it is bounded. Suppose it has infin-
itely many solutions. Then (z1, . . . , zk, . . .) is a composition of a bounded solution
of (32) and a linear combination of independent solutions of the corresponding ho-
mogeneous system. Applying canonical automorphisms from Lemma 6.7 we can
decrease the coefficients of this linear combination to obtain a bounded solution
H+. Hence for hk = h(ei), ei ∈ P, the value Hk can be obtained by a composition
of a canonical automorphism (Lemma 6.7) and a suitable bounded solution H+ of
Ω. ¤

6.3. Case 2. Set NP is non-empty. We construct an oriented graph BΓ
with the same set of vertices as Γ. For each item hk 6∈ P such that hk lie on a
certain closed section from P introduce an edge e leading from (k) to (k + 1) and
e−1 leading from (k + 1) to (k). For each pair of bases µ, ∆(µ) ∈ P introduce an
edge e leading from (α(µ)) = (α(∆(µ))) to (β(µ)) = (β(δ(µ))) and e−1 leading from
(β(µ)) to (α(µ)). For each base µ ∈ NP introduce an edge e leading from (α(µ) to
(β(µ)) and e−1 leading from (β(µ)) to (α(µ)). denote by BΓ0 the subgraph with
the same set of vertices and edges corresponding to items not from P and bases
from µ ∈ NP. Choose a maximal subforest BT0 in the graph BΓ0 and extend it
to a maximal subforest BT of the graph BΓ. Since P is connected, BT is a tree.
The proof of the following lemma is similar to the proof of Lemma 6.5.

Lemma 6.10. Let H be a solution of a generalized equation Ω periodic with
respect to a period P , 〈P, R〉 = P(H, P ); c be a cycle in the graph BΓ at the vertex
(l); δ(l) = P1P2. Then there exists n ∈ Z such that H(c) = (P2P1)n.

As we did in the graph Γ, we choose a vertex v0. Let r(v0, v) be the unique path
in BT from v0 to v. For every edge e = e(µ) : v → v′ not lying in BT , introduce a
cycle cµ = r(v0, v)e(µ)r(v0, v

′)−1. For every edge e = e(hk) : V → V ′ not lying in
BT , introduce a cycle chk

= r(v0, v)e(hk)r(v0, v
′)−1.

It suffices to restrict ourselves to the case of a connected periodic structure.
If e = e(hk), we denote h(e) = hk; if e = e(µ), then h(e) = µ. Let e1, . . . , em

be all the edges of the graph BΓ from BT r BT0. Since BT0 is the spanning
forest of the graph BΓ0, it follows that h(e1), . . . , h(em) ∈ P. Consider in the free
group F (Ω) a new basis A ∪ x̄ consisting of A, items hk such that hk does not
belong to closed sections from P (denote this set by t̄), variables {h(e)|e ∈ T} and
words from h(C(1)), h(C(2)), where the set C(1), C(2) form a basis of the free group
π(BΓ, v0), C(1) correspond to the cycles that represent the identity in FR(Ω) (if v
and v′ are initial and terminal vertices of some closed section in P and r and r1 are
different paths from v to v′, then r(v0, v)rr−1

1 r(v0, v)−1 represents the identity),
cycles cµ, µ ∈ NP and chk

, hk 6∈ P; and C(2) contains the rest of the basis of
π(BΓ, v0).

We study in more detail how the unknowns h(ei) (1 6 i 6 m) can participate
in the equations from Ω∗ rewritten in this basis.

If hk does not lie on a closed section from P, or hk = h(e), h(µ) = h(e) 6∈ P,
but e ∈ T , then h(µ) or hk belongs to the basis x̄ ∪ A and is distinct from each
of h(e1), . . . , h(em). Now let h(e) = h(µ), h(µ) 6∈ P and e 6∈ T . Then e = r1cer2,
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where r1, r2 are path in BT from (α(µ)) to v0 and from (β(µ)) to v0. Since e ∈ BΓ0,
the vertices (α(µ)) and (β(µ)) lie in the same connected component of the graph
BΓ0, and hence are connected by a path s in the forest BT0. Furthermore, r1 and
sr−1

2 are paths in the tree BT connecting the vertices (α(µ)) and v0; consequently,
r1 = sr−1

2 . Thus, e = sr−1
2 cer2 and h(µ) = h(s)h(r2)−1h(ce)h(r2). The unknown

h(ei) (1 6 i 6 m) can occur in the right-hand side of the expression obtained
(written in the basis x̄ ∪ A) only in h(r2) and at most once. Moreover, the sign
of this occurrence (if it exists) depends only on the orientation of the edge ei with
respect to the root v0 of the tree T . If r2 = r′2e

±1
i r′′2 , then all the occurrences of

the unknown h(ei) in the words h(µ) written in the basis x̄ ∪ A, with h(µ) 6∈ P,
are contained in the occurrences of words of the form h(ei)∓1h((r′2)

−1cer
′
2)h(ei)±1,

i.e., in occurrences of the form h(ei)∓1h(c)h(ei)±1, where c is a certain cycle of the
graph BΓ starting at the initial vertex of the edge e±1

i . Similarly, all the occurences
of the unknown h(ei) in the words hk written in the basis x̄, A, with hk 6∈ P, are
contained in occurrences of words of the form h(ei)∓1h(c)h(ei)±1.

Therefore all the occurences of h(ei), i = 1, . . . , m in the equations correspond-
ing to µ 6∈ P are of the form h(e−1

i )h(c)h(ei). Also, cycles from C(1) that represent
the identity and not in BΓ0 are basis elements themselves. This implies

Lemma 6.11.

(1) Let K be the subgroup of FR(Ω) generated by t̄, h(e), e ∈ BT0, h(C(1)) and
ū(i), z̄(i), i = 1, . . . , m, where elements z̄(i) are defined similarly to the case
of empty NP .

If |C(2)| = s > 1, then the group FR(Ω) splits as a fundamental group
of a graph of groups with two vertices, where one vertex group is K and the
other is a free abelian group generated by h(C(2)) and h(C(1)). The edge
group is generated by h(C(1)). The other edges are loops at the vertex with
vertex group K and have stable letters h(e), e ∈ BT r BT0. If C(2) = ∅,
then there is no vertex with abelian vertex group.

(2) Let H be a solution of Ω periodic with respect to a period P and 〈P, R〉 =
P(H, P ). Let P1P2 be a partition of P corresponding to the initial vertex
of ei. A transformation H(ei) → P2P1H(ei), i ∈ {1, . . . , m}, which is
identical on all the other elements from A,H(x̄), can be extended to an-
other solution of Ω∗. If c is a cycle beginning at the initial vertex of ei,
then the transformation h(ei) → h(c)h(ei) which is identical on all other
elements from A ∪ x̄, is an automorphism of FR(Ω).

(3) If c(e) ∈ C(2), then the transformation H(c(e)) → PH(c(e)) which is
identical on all other elements from A,H(x̄) , can be extended to another
solution of Ω∗. A transformation h(c(e)) → h(c)h(c(e)) which is identical
on all other elements from A ∪ x̄, is an automorphism of FR(Ω).

Definition 6.12. If Ω is a nondegenerate generalized equation periodic with
respect to a connected periodic structure 〈P, R〉 and the set NP is non-empty,
we consider the group Ā(Ω) of transformations of solutions of Ω∗, where Ā(Ω) is
generated by the transformations defined in Lemma 6.11. If these transformations
are automorphisms, the group will be denoted A(Ω).

Definition 6.13. In the case when for a connected periodic structure 〈P, R〉,
the set C(2) has more than one element or C(2) has one element, and C(1) contains
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a cycle formed by edges e such that variables hk = h(e) are not from P, the periodic
structure will be called singular.

This definition coincides with the definition of singular periodic structure given
in [36]) in the case of empty set Λ.

Lemma 6.11 implies the following

Lemma 6.14. Let Ω be a nondegenerate generalized equation with no boundary
connections, periodized with respect to a singular periodic structure 〈P, R〉. Let
H be a solution of Ω periodic with respect to a period P and 〈P, R〉 = P(H,P ).
Combining canonical automorphisms from A(Ω) one can get a solution H+ of Ω∗

with the following properties:
1) For any hk ∈ P such that Hk = P2P

nkP1 (P2 and P1 are an end and a
beginning of P ) H+

k = P2P
n+

k P1, where nk, n+
k ∈ Z;

2) For any hk 6∈ P, Hk = H+
k ;

3) For any base µ 6∈ P, H(µ) = H+(µ);
4) There exists a cycle c such that h(c) 6= 1 in FR(Ω) but H+(c) = 1.

Notice, that in the case described in the lemma, solution H+ satisfies a proper
equation. Solution H+ is not necessarily a solution of the generalized equation Ω,
but we will modify Ω into a generalized equation Ω(P, BT ). This modification will
be called the first minimal replacement. Equation Ω(P, BT ) will have the following
properties:

(1) Ω(P, BT ) contains all the same parameter sections and closed sections which
are not in P, as Ω;

(2) H+ is a solution of Ω(P, BT );
(3) group FR(Ω(P,BT )) is generated by the same set of variables h1, . . . , hδ;
(4) Ω(P, BT ) has the same set of bases as Ω and possibly some new bases, but

each new base is a product of bases from Ω;
(5) the mapping hi → hi is a proper homomorphism from FR(Ω) onto FR(Ω(P,BT )).
To obtain Ω(P, BT ) we have to modify the closed sections from P.
The label of each cycle in BΓ is a product of some bases µ1 · · ·µk. Write a

generalized equation Ω̃ for the equations that say that µ1 · · ·µk = 1 for each cycle
from C(1) representing the trivial element and for each cycle from C(2). Each µi

is a product µi = hi1 · · ·hit. Due to the first statement of Lemma 6.14, in each
product H+

ijH
+
i,j+1 either there is no cancellations between H+

ij and H+
i,j+1, or one

of them is completely cancelled in the other. Therefore the same can be said about
each pair H+(µi)H+(µi+1), and we can make a cancellation table without cutting
items or bases of Ω.

Let Ω̂ be a generalized equation obtained from Ω by deleting bases from P∪NP
and items from P from the closed sections from P. Take a union of Ω̃ and Ω̂ on the
disjoint set of variables, and add basic equations identifying in Ω̂ and Ω̃ the same
bases that don’t belong to P. This gives us Ω(P, BT ).

Suppose that C(2) for the equation Ω is either empty or contains one cycle.
Suppose also that for each closed section from P in Ω there exists a base µ such
that the initial boundary of this section is α(µ) and the terminal boundary is
β(∆(µ)).

Lemma 6.15. Suppose that the generalized equation Ω is periodized with respect
to a non-singular periodic structure P. Then for any periodic solution H of Ω
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we can choose a tree BT, some set of variables S = {hj1 , . . . , hjs} and a solution
H+ of Ω equivalent to H with respect to the group of canonical transformations
Ā(Ω) in such a way that each of the bases λi ∈ BT r BT0 can be represented as
λi = λi1hki

λi2, where hki
∈ S and for any hj ∈ S, |H+

j | < f3|P |, where f3 is some
constructible function depending on Ω. This representation gives a new generalized
equation Ω′ periodic with respect to a periodic structure P ′ with the same period P
and all hj ∈ S considered as variables not from P ′. The graph BΓ′ for the periodic
structure P ′ has the same set of vertices as BΓ, has empty set C(2) and BT ′ = BT ′0.

Let c be a cycle from C(1) of minimal length, then H(c) = Pnc , where |nc| 6 2ρ.
Using canonical automorphisms from A(Ω) one can transform any solution H of Ω
into a solution H+ such that for any hj ∈ S, |H+

j | 6 f3d|c|. Let P ′ be a periodic
structure, in which all hi ∈ S are considered as variables not from P ′, then BΓ′

has empty set C(2) and BT ′ = BT ′0.

Proof. Suppose first that C(2) is empty. We prove the statement of the lemma
by induction on the number of edges in BT r BT0. It is true, when this set is
empty. Consider temporarily all the edges in BT r BT0 except one edge e(λ) as
edges corresponding to bases from NP. Then the difference between BT0 and BT
is one edge.

Changing H(e(λ)) by a transformation from Ā(Ω) we can change only H(e′)
for e′ ∈ BΓ that could be included into BT r BT0 instead of e. For each base
µ ∈ NP, H(µ) = P2(µ)Pn(µ)P1(µ), for each base µ ∈ P, H(µ) = P2(µ)P x(µ)P1(µ).
For each cycle c in C(1) such that h(c) represents the identity element we have a
linear equation in variables x(µ) with coefficients depending on n(µ). We also know
that this system has a solution for arbitrary x(λ) (where λ ∈ BT r BT0) and the
other x(ν) are uniquely determined by the value of x(λ).

If we write for each variable hk ∈ P, Hk = P2kP ykP1k, then the positive un-
knowns yk’s satisfy the system of equations saying that H(µ) = H(∆(µ)) for bases
µ ∈ P and equations saying that µ is a constant for bases µ ∈ NP. Fixing x(λ) we
automatically fix all the yk’s. Therefore at least one of the yk belonging to λ can
be taken arbitrary. So there exist some elements yk which can be taken as free vari-
ables for the second system of linear equations. Using elementary transformations
over Z we can write the system of equations for yk’s in the form:

(33)

n1y1 0 · · · = m1yk + C1

n2y2 · · · = m2yk + C2

. . .
...

...
. . .

· · · nk−1yk−1 = mk−1yk + Ck−1,

where C1, . . . Ck are constants depending on parameters, we can suppose that they
are sufficiently large positive or negative (small constants we can treat as constants
not depending on parameters). Notice that integers n1,m1, . . . , nk−1,mk−1 in this
system do not depend on parameters. We can always suppose that all n1, . . . , nk−1

are positive. Notice that mi and Ci cannot be simultaneously negative, because in
this case it would not be a positive solution of the system. Changing the order of the
equations we can write first all equation with mi, Ci positive, then equations with
negative mi and positive Ci and, finally, equations with negative Ci and positive
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mi. The system will have the form:

(34)

n1y1 0 · · · = |m1|yk + |C1|,
. . .

ntyt · · · = −|mt|yk + |Ct|,
. . .

. . .
nsys = |ms|yk − |Cs|

If the last block (with negative Cs) is non-empty, we can take a minimal ys of
bounded value. Indeed, instead of ys we can always take a remainder of the division
of ys by the product n1 . . . nk−1|m1 . . . mk−1|, which is less than this product (or
by the product n1 . . . nk−1|m1 . . . mk−1|nc if we wish to decrease ys by a multiple
of nc). We respectively decrease yk and adjust yi’s in the blocks with positive Ci’s.
If the third block is not present, we decrease yk taking a remainder of the division
of yk by n1 . . . nk−1 (or by n1 . . . nk−1nc) and adjust yi’s. Therefore for some hi

belonging to a base which can be included into BT r BT0, | H+(hi) |< f3 | P | .
Suppose this base is λ, represent λ = λ1hiλ2. Suppose e(λ) : v → v1 in BΓ. Let
v2, v3 be the vertices in BΓ corresponding to the initial and terminal boundary of
hk. They would be the vertices in Γ, and Γ and BΓ have the same set of vertices. To
obtain the graph BΓ′ from BΓ we have to replace e(λ) by three edges e(λ1) : v → v2,
e(hk) : v2 → v3 and e(λ2) : v3 → v1. There is no path in BT0 from v2 to v3, because
if there were such a path p, then we would have the equality hk = h(c1)h(p)h(c2), in
FR(Ω), where c1 and c2 are cycles in BΓ beginning in vertices v2 and v3 respectively.
Changing Hk we do not change H(c1),H(c2) and H(p), because all the cycles are
generated by cycles in C(1). Therefore there are paths r : v → v2 and r1 : v3 → v1

in BT0, and edges e(λ1), e(λ2) cannot be included in BT ′rBT ′0 in BΓ′. Therefore
BT ′ = BT ′0. Now we can recall that all the edges except one in BT r BT0 were
temporarily considered as edges in NP. We managed to decrease the number of
such edges by one. Induction finishes the proof.

If the set C(2) contains one cycle, we can temporarily consider all the bases
from BT as parameters, and consider the same system of linear equations for yi’s.
Similarly, as above, at least one yt can be bounded. We will bound as many yi’s as
we can. For the new periodic structure either BT contains less elements or the set
C(2) is empty.

The second part of the lemma follows from the remark that for µ ∈ T left
multiplication of h(µ) by h(rcr−1), where r is the path in T from v0 to the initial
vertex of µ, is an automorphism from A(Ω). ¤

We call a solution H+ constructed in Lemma 6.15 a solution equivalent to H
with maximal number of short variables.

Consider now variables from S as variables not from P ′, so that for the equation
Ω the sets C(2) and BT ′ r BT ′0 are both empty. In this case we make the second
minimal replacement, which we will describe in the lemma below.

Definition 6.16. A pair of bases µ, ∆(µ) is called an overlapping pair if ε(µ) =
1 and β(µ) > α(∆(µ)) > α(µ) or ε(µ) = −1 and β(µ) < β(∆(µ)) < α(µ). If a
closed section begins with α(µ) and ends with β(∆(µ)) for an overlapping pair of
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bases we call such a pair of bases a principal overlapping pair and say that a section
is in overlapping form.

Notice, that if λ ∈ NP, then H(λ) is the same for any solution H, and we just
write λ instead of H(λ).

Lemma 6.17. Suppose that for the generalized equation Ω′ obtained in Lemma
6.15 the sets C(2) and BT ′rBT ′0 are empty, P ′ is a non-empty periodic structure,
and each closed section from P ′ has a principal overlapping pair. Then for each
base µ ∈ P ′ there is a fixed presentation for h(µ) =

∏
(parameters) as a product

of elements h(λ), λ ∈ NP, hk 6∈ P ′ corresponding to a path in BΓ′0. The maximal
number of terms in this presentation is bounded by a computable function of Ω.

Proof. Let e be the edge in the graph BΓ′ corresponding to a base µ and
suppose e : v → v′. There is a path s in BT ′ joining v and v′ , and a cycle c̄ which
is a product of cycles from C(1) such that h(µ) = h(c̄)h(s). For each cycle c from
C(1) either h(c) = 1 or c can be written using only edges with labels not from P ′;
therefore, c̄ contains only edges with labels not from P ′. Therefore

(35) h(µ) =
∏

(parameters) = h(λi1)Π1 · · ·h(λsi)Πs,

where the doubles of all λi are parameters, and Π1, . . . , Πs are products of variables
hki 6∈ P ′. ¤

In the equality

(36) H(µ) = H(λi1)Π̄1 · · ·H(λsi)Π̄s,

where Π̄1, . . . , Π̄s are products of Hki for variables hki 6∈ P ′, the cancellations
between two terms in the right side are complete because the equality corresponds
to a path in BΓ′0. Therefore the cancellation tree for the equality (36) can be
situated on a horizontal axis with intervals corresponding to λi’s directed either to
the right or to the left. This tree can be drawn on a P -scaled axis. We call this
one-dimensional tree a µ-tree. Denote by I(λ) the interval corresponding to λ in
the µ-tree. If I(µ) ⊆ ⋃

λi∈NP I(λi), then we say that µ is covered by parameters.
In this case a generalized equation corresponding to (36) can be situated on the
intervals corresponding to bases from NP.

We can shift the whole µ-tree to the left or to the right so that in the new
situation the uncovered part becomes covered by the bases from NP. Certainly,
we have to make sure that the shift is through the interval corresponding to a cycle
in C(1). Equivalently, we can shift any base belonging to the µ-tree through such
an interval.

If c is a cycle from C(1) with shortest H(c), then there is a corresponding c-tree.
Shifting this c-tree to the right or to the left through the intervals corresponding to
H(c) bounded number of times we can cover every Hi, where hi ∈ S by a product
H(λj1)Π̄1 . . . H(λjt)Π̄t, where Π̄1, . . . , Π̄t are products of values of variables not
from P and λj1 , . . . λjt are bases from NP. Combining this covering together with
the covering of H(µ) by the product (36), we obtain that H([α(µ), β(∆(µ))]) is
almost covered by parameters, except for the short products Π̄. Let h(µ) be covered
by

(37) h(Λ1)Π1, . . . , h(Λs)Πs,
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where h(Λ1), . . . , h(Λs) are parts completely covered by parameters, and Π1, . . . , Πs

are products of variables not in P. We also remove those bases from NP from each
Λi which do not overlap with h(µ). Denote by f4 the maximal number of bases in
NP and hi 6∈ P in the covering (37).

If λi1 , . . . , λis
are parametric bases, then for any solution H and any pair

λi, λj ∈ {λi1 , . . . , λis} we have either | H(λi) |<| H(λj) | or | H(λi) |=| H(λj) |
or | H(λi) |>| H(λj) |. We call a relationship between lengths of parametric bases
a collection that consists of one such inequality or equality for each pair of bases.
There is only a finite number of possible relationships between lengths of parametric
bases. Therefore we can talk about a parametric base λ of maximal length meaning
that we consider the family of solutions for which H(λ) has maximal length.

Lemma 6.18. Let λµ ∈ NP be a base of max length in the covering (37) for
µ ∈ P. If for a solution H of Ω, and for each closed section [α(µ), β(∆(µ)] in
P, min | H[α(ν), α(∆(ν))] |6| H(λµ) |, where the minimum is taken for all pairs
of overlapping bases for this section, then one can transform Ω into one of the fi-
nite number (depending on Ω) of generalized equations Ω(P) which do not contain
closed sections from P but contain the same other closed sections except for para-
metric sections. The content of closed sections from P is transferred using bases
from NP to the parametric part. This transformation is called the second minimal
replacement.

Proof. Suppose for a closed section [α(µ), β(∆(µ))] that there exists a base
λ in (37) such that | H(λ) |> min (H(α(ν), α(∆(ν))), where the minimum is
taken for all pairs of overlapping bases for this section. We can shift the cover
H(Λ1)Π̄1, . . . ,H(Λs)Π̄s through the distance d1 =| H[α(µ), α(∆(µ))] | . Consider
first the case when d1 6| H(λ) | for the largest base in (37). Suppose the part of
H(µ) corresponding to Π̄i is not covered by parameters. Take the first base λj in
(37) to the right or to the left of Π̄i such that | H(λj) |> d1. Suppose λj is situated
to the left from Π̄i. Shifting λj to the right through a bounded by f4 multiple of
d1 we will cover Π̄i.

Consider now the case when d1 >| H(λ) |, but there exists an overlapping pair
ν, ∆(ν) such that

d2 =| H[α(ν), α(∆(ν))] |6| H(λ) | .
If the part of H(µ) corresponding to Π̄i is not covered by parameters, we take the
first base λj in (37) to the right or to the left of Π̄i such that | H(λj) |> d2. Without
loss of generality we can suppose that λj is situated to the left of Π̄i. Shifting λj

to the right through a bounded by f4 multiple of d2 we will cover Π̄i.
Therefore, if the first alternative in the lemma does not take place, we can

cover the whole section [α(µ), β(∆(µ))] by the bases from NP, and transform Ω
into one of the finite number of generalized equations which do not contain the
closed section [α(µ), β(∆(µ))] and have all the other non-parametric sections the
same. All the cancellations between two neighboring terms of any equality that
we have gotten are complete, therefore the coordinate groups of new equations are
quotients of FR(Ω). ¤

6.4. Proof of Proposition 6.2. The first statement follows from Lemmas
6.7 and 6.9. The second statement follows from Lemmas 6.11, 6.14, 6.15, 6.17.
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7. Elimination process: splittings of coordinate groups

7.1. Minimal solutions. Let F = F (A∪B) be a free group with basis A∪B,
Ω be a generalized equation with constants from (A∪B)±1, and parameters Λ. Let
A(Ω) be an arbitrary group of (A∪Λ)-automorphisms of FR(Ω). For solutions H(1)

and H(2) of the equation Ω in the group F we write H(1) <A(Ω) H(2) if there
exists an endomorphism π of the group F which is an (A,Λ)-homomorphism, and
an automorphism σ ∈ A(Ω) such that the following conditions hold: (1) πH(2) =
σπH(1)π, (2) For all active variables d(H(1)

k ) 6 d(H(2)
k ) for all 1 6 k 6 ρ and

d(H(1)
k ) < d(H(2)

k ) at least for one such k.
We also define a relation <cA(Ω) by the same way as <A(Ω) but with extra

property: (3) for any k, j, if (H(2)
k )ε(H(2)

j )δ in non-cancellable, then (H(1)
k )ε(H(1)

j )δ

in non-cancellable (ε, δ = ±1). Obviously, both relations are transitive.
A solution H̄ of Ω is called A(Ω)-minimal if there is no any solution H̄ ′ of

the equation Ω such that H̄ ′ <A(Ω) H̄. Since the total length
∑ρ

i=1 l(Hi) of a
solution H̄ is a non-negative integer, every strictly decreasing chain of solutions
H̄ > H̄1 > . . . > H̄k >A(Ω) . . . is finite. It follows that for every solution H̄ of Ω
there exists a minimal solution H̄0 such that H̄0 <A(Ω) H̄.

7.2. Splittings. Assign to some vertices v of the tree T (Ω) splittings of FR(Ωv)

and groups of canonical automorphisms of groups FR(Ωv) corresponding to these
splittings.

Theorem 7.1.

(1) If tp(v) = 12, and the quadratic equation corresponding to the quadratic
section σ is regular, then either FR(Ωv) is a free product where one factor
is a closed surface group or there is a splitting of FR(Ωv) containing a
QH-subgroup Q corresponding to this quadratic equation.

(2) If tp(v) = 2, and 〈P, R〉 is a singular periodic structure, then either FR(Ωv)

is a free product where one factor is a free abelian group or FR(Ωv) has a
splitting with an abelian vertex group generated by the cycles c̄(1), c̄(2) and
edge group generated by c̄(1) for this periodic structure.

(3) If tp(v) = 2, and 〈P, R〉 is a non-singular non-empty periodic structure,
then FR(Ωv) has an abelian splitting as an HNN extension with stable
letters corresponding to h(e), e ∈ T r T0.

(4) Let 7 6 tp(v) 6 10. There exists a number N = N(Ωv) such that if there
is a branch of length N in T (Ωv) beginning at v with each vertex w of type
7 6 tp(w) 6 10, then FR(Ωv) splits as FR(Ωv) = FR(KerΩ) ∗ F (Z), where
F (Z) is a free group on Z.

(5) Let tp(v) = 15. There exists a number N = N(Ωv) such that if T (Ωv)
contains a branch with all vertices of type 15 beginning at v, then FR(Ωv)

either has a splitting as in 3) or has a QH subgroup or both.

Moreover, all the splittings in Statements (1)–(5) and the number N can be
found effectively.

Proof. Statement (1) follows from the argument in the description of Case
12. Statements (2) and (3) follow from Lemmas 6.7 and 6.11. Statement (4)
follows from Lemma 5.2. Statement (5) follows from Proposition 7.5 to be proved
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below. The statement about the effectiveness follows from the effectiveness of the
construction of a finite tree T0(Ω) in the next two subsections. ¤

For each vertex v such that tp(v) = 12 the group of automorphisms A(Ωv)
assigned to it is the canonical group of automorphisms of FR(Ωv) corresponding to
Q (and, therefore, identical on Λ).

For each vertex v such that 7 6 tp(v) 6 10 we assign the group of automor-
phisms invariant with respect to the kernel.

For each vertex v such that tp(v) = 2, assign the group Āv generated by the
groups of automorphisms constructed in Lemma 6.11 that applied to Ωv and all
possible non-singular periodic structures of this equation.

Let tp(v) = 15. Apply transformation D3 and consider Ω = Ω̃v. Notice that
the function γi is constant when hi belongs to some closed section of Ω̃v. Applying
D2, we can suppose that the section [1, j + 1] is covered exactly twice. We say now
that this is a quadratic section. Assign to the vertex v the group of automorphisms
of FR(Ω) acting identically on the non-quadratic part.

7.3. The finite subtree T0(Ω) of T (Ω): cutting off long branches. For
a generalized equation Ω with parameters we construct a finite tree T0(Ω). Then
we show that the subtree of T (Ω) obtained by tracing those paths in T (Ω) which
actually can happen for “short” solutions is a subtree of T0(Ω).

According to Lemma 5.5, along an infinite path in T (Ω) one can either have
7 6 tp(vk) 6 10 for all k or tp(vk) = 12 for all k, or tp(vk) = 15 for all k.

Lemma 7.2. [Lemma 15 from [36]] Let v1 → v2 → · · · → vk → · · · be an
infinite path in the tree T (Ω), and 7 6 tp(vk) 6 10 for all k. Then among {Ωk}
some generalized equation occurs infinitely many times. If Ωvk

= Ωvl
, then π(vk, vl)

is an isomorphism invariant with respect to the kernel.

Lemma 7.3. Let tp(v) = 12. If a solution H̄ of Ωv is minimal with respect to
the canonical group of automorphisms, then there is a recursive function f0 such
that in the sequence

(38) (Ωv, H̄) → (Ωv1 , H̄
1) → · · · → (Ωvi , H̄

i), . . . ,

corresponding to the path in T (Ωv) and for the solution H̄, case 12 cannot be
repeated more than f0 times.

Proof. If µ and ∆µ both belong to the quadratic section, then µ is called a
quadratic base. Consider the following set of generators for FR(Ωv): variables from
Λ and quadratic bases from the active part. Relations in this set of generators
consist of the following three families.

1) Relations between variables in Λ.
2) If µ is an active base and ∆(µ) is a parametric base, and ∆(µ) = hi · · ·hi+t,

then there is a relation µ = hi · · ·hi+t.
3) Since γi=2 for each hi in the active part the product of hi · · ·hj , where

[i, j +1] is a closed active section, can be written in two different ways w1

and w2 as a product of active bases. We write the relations w1w
−1
2 = 1.

These relations give a quadratic system of equations with coefficients in
the subgroup generated by Λ.

When we apply the entire transformation in Case 12, the number of variables
is not increasing and the complexity of the generalized equation is not increasing.
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Suppose the same generalized equation is repeated twice in the sequence (38). for
example, Ωj = Ωj+k. Then π(vj , vj+k) is an automorphism of FR(Ωj) induced by
the automorphism of the free product 〈Λ〉 ∗ B, where B is a free group generated
by quadratic bases, identical on 〈Λ〉 and fixing all words w1w

−1
2 . Therefore, H̄j >

H̄j+k, which contradicts to the minimality of H̄. Therefore there is only a finite
number (bounded by f0) of possible generalized equations that can appear in the
sequence (38). ¤

Let H̄ be a solution of the equation Ω with quadratic part [1, j +1].If µ belongs
and ∆µ does not belong to the quadratic section, then µ is called a quadratic-
coefficient base. Define the following numbers:

(39) d1(H̄) =
j∑

i=1

d(Hi),

(40) d2(H̄) =
∑

µ

d(H[α(µ), β(µ)]),

where µ is a quadratic-coefficient base.

Lemma 7.4. Let tp(v) = 15 For any solution H̄ of Ωv there is a minimal
solution H̄+, which is an automorphic image of H̄ with respect to the group of
automorphisms defined in the beginning of this section, such that

d1(H̄+) 6 f1(Ωv) max {d2(H̄+), 1},
where f1(Ω) is some recursive function.

Proof. Consider instead of Ωv equation Ω = (Ω̃v) which does not have any
boundary connections, FR(Ωv) is isomorphic to FR(Ω). Consider a presentation of
FR(Ωv) in the set of generators consisting of variables in the non-quadratic part and
active bases. Relations in this generating set consist of the following three families.

1) Relations between variables in the non-quadratic part.
2) If µ is a quadratic-coefficient base and ∆(µ) = hi · · ·hi+t in the non-

quadratic part, then there is a relation µ = hi · · ·hi+t.
3) Since γi=2 for each hi in the active part the product hi · · ·hj , where

[i, j + 1] is a closed active section, can be written in two different ways
w1 and w2 as a product of quadratic and quadratic-coefficient bases. We
write the relations w1w

−1
2 = 1.

Let H̄ be a solution of Ωv minimal with respect to the canonical group of
automorphisms of the free product B1 ∗ B, where B is a free group generated by
quadratic bases, and B1 is a subgroup of FR(Ωv) generated by variables in the
non-quadratic part, identical on 〈Λ〉 and fixing all words w1w

−1
2 .

Consider the sequence

(41) (Ω, H̄) → (Ωv1 , H̄
1) → . . . → (Ωvi , H̄

i), . . . .

Apply now the entire transformations to the quadratic section of Ω. As in the
proof of the previous lemma, each time we apply the entire transformation, we do
not increase complexity and do not increase the total number of items in the whole
interval. Since H̄ is a solution of Ωv, if the same generalized equation appear in this
sequence 24j2

+ 1 times then for some j, j + k we have H̄j >c H̄j+k, therefore the
same equation can only appear a bounded number of times. Every quadratic base
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(except those that become matching bases of length 1) in the quadratic part can
be transferred to the non-quadratic part with the use of some quadratic-coefficient
base as a carrier base. This means that the length of the transferred base is equal
to the length of the part of the quadratic-coefficient carrier base, which will then be
deleted. The double of the transferred base becomes a quadratic-coefficient base.
Because there are not more than nA bases in the active part, this would give

d1(H̄ ′) 6 nAd2(H̄ ′),

for some solution H̄+ of the equation Ω̃v. But H̄+ is obtained from the minimal
solution H̄ in a bounded number of steps. ¤

We call a path v1 → v2 → . . . → vk → . . . in T (Ω) for which 7 6 tp(vk) 6 10
for all k or type 12 prohibited if some generalized equation with ρ variables occurs
among {Ωvi | 1 6 i 6 `} at least 2(4ρ2) + 1 times. We will define below also
prohibited paths in T (Ω), for which tp(vk) = 15 for all k. We will need some
auxiliary definitions.

Introduce a new parameter

τ ′v = τv + ρ− ρ′v,

where ρ is the number of variables of the initial equation Ω and ρ′v the number
of free variables belonging to the non-active sections of the equation Ωv. We have
ρ′v 6 ρ (see the proof of Lemma 5.5), hence τ ′v > 0. In addition if v1 → v2 is an
auxiliary edge, then τ ′2 < τ ′1.

Define by the joint induction on τ ′v a finite subtree T0(Ωv) and a natural number
s(Ωv). The tree T0(Ωv) will have v as a root and consist of some vertices and edges
of T (Ω) that lie higher than v. Let τ ′v=0; then in T (Ω) there can not be auxiliary
edges and vertices of type 15 higher than v. Hence a subtree T0(Ωv) consisting of
vertices v1 of T (Ω) that are higher than v, and for which the path from v to v1

does not contain prohibited subpaths, is finite.
Let now

(42) s(Ωv) = max
w

max
〈P,R〉

{ρwf2(Ωw,P, R), f4(Ω′w,P, R)},

where w runs through all the vertices of T0(v) for which tp(w) = 2, Ωw contains non-
trivial non-parametric sections, 〈P, R〉 is the set of non-singular periodic structures
of the equation Ω̃w, f2 is a function appearing in Lemma 6.9 (f2 is present only if
a periodic structure has empty set NP) and Ω′w is constructed as in Lemma 6.15,
where f4 is a function appearing in covering 37.

Suppose now that τ ′v > 0 and that for all v1 with τ ′v1
< τ ′v the tree T0(Ωv1)

and the number s(Ωv1) are already defined. We begin with the consideration of the
paths

(43) r = v1 → v2 → . . . → vm,

where tp(vi) = 15 (1 6 i 6 m). We have τ ′vi
= τ ′v.

Denote by µi the carrier base of the equation Ωvi . The path (43) will be called
µ-reducing if µ1 = µ and either there are no auxiliary edges from the vertex v2 and
µ occurs in the sequence µ1, . . . , µm−1 at least twice, or there are auxiliary edges
v2 → w1, v2 → w2 . . . , v2 → wk from v2 and µ occurs in the sequence µ1, . . . , µm−1

at least max16i6k s(Ωwi) times.
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The path (43) will be called prohibited, if it can be represented in the form

(44) r = r1s1 · · · rlslr
′,

such that for some sequence of bases η1, . . . , ηl the following three properties hold:
1) every base occurring at least once in the sequence µ1, . . . , µm−1 occurs at

least 40n2f1(Ωv2) + 20n + 1 times in the sequence η1, . . . , ηl, where n is
the number of pairs of bases in equations Ωvi

,
2) the path ri is ηi-reducing;
3) every transfer base of some equation of path r is a transfer base of some

equation of path r′.
The property of path (43) of being prohibited is algorithmically decidable. Every
infinite path (43) contains a prohibited subpath. Indeed, let ω be the set of all
bases occurring in the sequence µ1, . . . , µm, . . . infinitely many times, and ω̃ the
set of all bases, that are transfer bases of infinitely many equations Ωvi

. If one
cuts out some finite part in the beginning of this infinite path, one can suppose
that all the bases in the sequence µ1, . . . , µm, . . . belong to ω and each base that
is a transfer base of at least one equation, belongs to ω̃. Such an infinite path
for any µ ∈ ω contains infinitely many non-intersecting µ-reducing finite subpaths.
Hence it is possible to construct a subpath (44) of this path satisfying the first two
conditions in the definition of a prohibited subpath. Making r′ longer, one obtains
a prohibited subpath.

Let T ′(Ωv) be a subtree of T (Ωv) consisting of the vertices v1 for which the
path from v to v1 in T (Ω) contains neither prohibited subpaths nor vertices v2

with τ ′v2
< τ ′v, except perhaps v1. So the terminal vertices of T ′(Ωv) are either

vertices v1 such that τ ′v1
< τ ′v, or terminal vertices of T (Ωv). A subtree T ′(Ωv)

can be effectively constructed. T0(Ωv) is obtained by attaching of T0(Ωv1) (already
constructed by the induction hypothesis) to those terminal vertices v1 of T ′(Ωv) for
which τ ′v1

< τ ′v. The function s(Ωv) is defined by (42). Let now T0(Ω) = T0(Ωv0).
This tree is finite by construction.

7.4. Paths corresponding to minimal solutions of Ω are in T0(Ω). No-
tice, that if tp(v) > 6 and v → w1, . . . , v → wm is the list of principal outgoing
edges from v, then the generalized equations Ωw1 , . . . , Ωwm are obtained from Ωv

by the application of several elementary transformations. Denote by e a function
that assigns a pair (Ωwi , H̄

(i)) to the pair (Ωv, H̄). For tp(v) = 4, 5 this function is
identical.

If tp(v) = 15 and there are auxiliary edges from the vertex v, then the carrier
base µ of the equation Ωv intersects ∆(µ). For any solution H̄ of the equation Ωv

one can construct a solution H̄ ′ of the equation Ωv′ by H ′
ρv+1 = H[1, β(∆(µ))]. Let

e′(Ωv, H̄) = e(Ωv′ , H̄
′).

In the beginning of this section we assigned to vertices v of type 12, 15, 2 and
such that 7 6 tp(v) 6 10 of T (Ω) the groups of automorphisms A(Ωv).Denote by
Aut(Ω) the group of automorphisms of FR(Ω) , generated by all groups
π(v0, v)A(Ωv)π(v0, v)−1, v ∈ T0(Ω). (Here π(v0, v) is an isomorphism, because
tp(v) 6= 1.) We are to formulate the main technical result of this section. The
following proposition states that every minimal solution of a generalized equation
Ω with respect to the group A(Ω) either factors through one of the finite family
of proper quotients of the group FR(Ω) or (in the case of a non-empty parametric
part) can be transferred to the parametric part.
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Proposition 7.5. For any solution H̄ of a generalized equation Ω there exists
a terminal vertex w of the tree T0(Ω) having type 1 or 2, and a solution H̄(w) of a
generalized equation Ωw such that

(1) πH̄ = σπ(v0, w)πH̄(w)π where π is an endomorphism of a free group F
σ ∈ Aut(Ω);

(2) if tp(w) = 2 and the equation Ωw contains nontrivial non-parametric sec-
tions, then there exists a primitive cyclically reduced word P such that
H̄(w) is periodic with respect to P and one of the following conditions
holds:
(a) the equation Ωw is singular with respect to a periodic structure

P(H̄(w), P ) and the first minimal replacement can be applied,
(b) it is possible to apply the second minimal replacement and make the

family of closed sections in P empty.

Construct a directed tree with paths from the initial vertex

(45) (Ω, H̄) = (Ωv0 , H̄
(0)) → (Ωv1 , H̄

(1)) → . . . → (Ωvu
, H̄(u)) → . . .

in which the vi are the vertices of the tree T (Ω) in the following way. Let v1 = v0

and let H̄(1) be some solution of the equation Ω, minimal with respect to the group
of automorphisms A(Ωv0) with the property H̄ > H̄(1).

Let i > 1 and suppose the term (Ωvi , H̄
(i)) of the sequence (45) has been

already constructed. If 7 6 tp(vi) 6 10 or tp(vi) = 12 and there exists a minimal
solution H̄+ of Ωvi such that H̄+ < H̄(i) , then we set vi+1 = vi, H̄(i+1) = H̄+.

If tp(vi) = 15, vi 6= vi−1 and there are auxiliary edges from vertex vi: vi →
w1, . . . , vi → wk (the carrier base µ intersects with its double ∆(µ)), then there
exists a primitive word P such that

(46) H(i)[1, β(∆(µ))] ≡ P rP1, r > 2, P ≡ P1P2,

where ≡ denotes a graphical equality. In this case the path (45) can be continued
along several possible edges of T (Ω).

For each group of automorphisms assigned to vertices of type 2 in the trees
T0(Ωwi), i = 1, . . . , k and non-singular periodic structure including the closed sec-
tion [1, β(∆(µ)] of the equation Ωvi and corresponding to solution H̄(i) we replace
H̄(i) by a solution H̄(i)+ with maximal number of short variables (see the definition
after Lemma 6.15). This collection of short variables can be different for different
periodic structures. Either all the variables in H̄(i)+ are short or there exists a
parametric base λmax of maximal length in the covering 37. Suppose there is a µ-
reducing path (43) beginning at vi and corresponding to H̄(i)+. Let µ1, . . . , µm be
the leading bases of this path. Let H̃1 = H(i)+, . . . , H̃j be solutions of the general-
ized equations corresponding to the vertices of this path. If for some µi there is an
inequality d(H̃j [α(µi), α(∆(µi))]) 6 d(λmax), we set (Ωvi+1 , H̄

(i+1)) = e′(Ωvi , H̄
(i))

and call the section [1, β(∆(µ))] which becomes non-active, potentially transferable.
If there is a singular periodic structure in a vertex of type 2 of some tree

T0(Ωwi), i ∈ {1, . . . , k}, including the closed section [1, β(∆(µ)] of the equation Ωvi

and corresponding to the solution H̄(i), we also include the possibility
(Ωvi+1 , H̄

(i+1)) = e′(Ωvi , H̄
(i)).

In all of the other cases we set (Ωvi+1 , H̄
(i+1)) = e(Ωvi , H̄

(i)+), where H̄(i)+

is a solution with maximal number of short variables and minimal solution of Ωvi
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with respect to the canonical group of automorphisms Pvi (if it exists). The path
(45) ends if tp(vi) 6 2.

We will show that in the path (45) vi ∈ T0(Ω). We use induction on τ ′.
Suppose vi 6∈ T0(Ω), and let i0 be the first of such numbers. It follows from the
construction of T0(Ω) that there exists i1 < i0 such that the path from vi1 into vi0

contains a subpath prohibited in the construction of T2(Ωvi1
). From the minimality

of i0 it follows that this subpath goes from vi2 (i1 6 i2 < i0) to vi0 . It cannot
be that 7 6 tp(vi) 6 10 or tp(vi) = 12 for all i2 6 i 6 i1, because there will
be two indices p < q between i2 and i0 such that H̄(p) = H̄(q), and this gives
a contradiction, because in this case it must be by construction vp+1 = vp. So
tp(vi) = 15 (i2 6 i 6 i0).

Suppose we have a subpath (43) corresponding to the fragment

(47) (Ωv1 , H̄
(1)) → (Ωv2 , H̄

(2)) → . . . → (Ωvm
, H̄(m)) → . . .

of the sequence (45). Here v1, v2, . . . , vm−1 are vertices of the tree T0(Ω), and for
all vertices vi the edge vi → vi+1 is principal.

As before, let µi denote the carrier base of Ωvi , and ω = {µ1, . . . , µm−1}, and
ω̃ denote the set of such bases which are transfer bases for at least one equation in
(47). By ω1 denote the set of such bases µ for which either µ or ∆(µ) belongs to
ω ∪ ω̃; by ω2 denote the set of all the other bases. Let

α(ω) = min(min
µ∈ω2

α(µ), j),

where j is the boundary between active and non-active sections. Let

Xµ $ H[α(µ), β(µ)].

If (Ω, H̄) is a member of sequence (47), then denote

(48) dω(H̄) =
α(ω)−1∑

i=1

d(Hi),

(49) ψω(H̄) =
∑

µ∈ω1

d(Xµ)− 2dω(H̄).

Every item hi of the section [1, α(ω)] belongs to at least two bases, and both
bases are in ω1, hence ψω(H̄) > 0.

Consider the quadratic part of Ω̃v1 which is situated to the left of α(ω). The
solution H̄(1) is minimal with respect to the canonical group of automorphisms
corresponding to this vertex. By Lemma 7.4 we have

(50) d1(H̄(1)) 6 f1(Ωv1)d2(H̄(1)).

Using this inequality we estimate the length of the interval participating in the
process dω(H̄(1)) from above by a product of ψω and some function depending on
f1. This will be inequality 55. Then we will show that for a prohibited subpath
the length of the participating interval must be reduced by more than this figure
(equalities 65, 66). This will imply that there is no prohibited subpath in the path
47.

Denote by γi(ω) the number of bases µ ∈ ω1 containing hi. Then

(51)
∑

µ∈ω1

d(X(1)
µ ) =

ρ∑

i=1

d(H(1)
i )γi(ω),
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where ρ = ρ(Ωv1). Let

I = {i | 1 6 i 6 α(ω)− 1&γi = 2}
and

J = {i | 1 6 i 6 α(ω)− 1&γi > 2}.
By (48)

(52) dω(H̄(1)) =
∑

i∈I

d(H(1)
i ) +

∑

i∈J

d(H(1)
i ) = d1(H̄(1)) +

∑

i∈J

d(H(1)
i ).

Let (λ, ∆(λ)) be a pair of quadratic-coefficient bases of the equation Ω̃v1 , where λ
belongs to the nonquadratic part. This pair can appear only from the bases µ ∈ ω1.
There are two types of quadratic-coefficient bases.

Type 1. λ is situated to the left of the boundary α(ω). Then λ is formed
by items {hi | i ∈ J} and hence d(Xλ) 6

∑
i∈J d(H(1)

i ). Thus the sum of the
lengths d(Xλ) + d(X∆(λ)) for quadratic-coefficient bases of this type is not more
than 2n

∑
i∈J d(H(1)

i ).
Type 2. λ is situated to the right of the boundary α(ω). The sum of length of

the quadratic-coefficient bases of the second type is not more than

2
ρ∑

i=α(ω)

d(H(1)
i )γi(ω).

We have

(53) d2(H̄(1)) 6 2n
∑

i∈J

d(H(1)
i ) + 2

ρ∑

i=α(ω)

d(H(1)
i )γi(ω).

Now (49) and (51) imply

(54) ψω(H̄(1)
i ) >

∑

i∈J

d(H(1)
i ) +

ρ∑

i=α(ω)

d(H(1)
i )γi(ω).

Inequalities (50), (52),(53),(54) imply

(55) dω(H̄(1)) 6 max{ψω(H̄(1))(2nf1(Ωv1) + 1), f1(Ωv1)}.
From the definition of Case 15 it follows that all the words H(i)[1, ρi + 1] are

the ends of the word H(1)[1, ρ1 + 1], that is

(56) H(1)[1, ρ1 + 1] .= UiH
(i)[1, ρi + 1].

On the other hand bases µ ∈ ω2 participate in these transformations neither as
carrier bases nor as transfer bases; hence H(1)[α(ω), ρ1 + 1] is the end of the word
H(i)[1, ρi + 1], that is

(57) H(i)[1, ρi + 1] .= ViH
(1)[α(ω), ρ1 + 1].

So we have
(58)
dω(H̄(i))− dω(H̄(i+1)) = d(Vi)− d(Vi+1) = d(Ui+1)− d(Ui) = d(X(i)

µi
)− d(X(i+1)

µi
).

In particular (49),(58) imply that ψω(H̄(1)) = ψω(H̄(2)) = . . . = ψω(H̄(m)) = ψω.
Denote the number (58) by δi.
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Let the path (43) be µ-reducing, that is either µ1 = µ and v2 does not have
auxiliary edges and µ occurs in the sequence µ1, . . . , µm−1 at least twice, or v2 does
have auxiliary edges v2 → w1, . . . v2 → wk and the base µ occurs in the sequence
µ1, . . . , µm−1 at least max16i6k s(Ωwi

) times. Estimate d(Um) =
∑m−1

i=1 δi from
below. First notice that if µi1 = µi2 = µ(i1 < i2) and µi 6= µ for i1 < i < i2, then

(59)
i2−1∑

i=i1

δi > d(Hi1+1[1, α(∆(µi1+1))]).

Indeed, if i2 = i1 + 1, then δi1 = d(H(i1)[1, α(∆(µ))] = d(H(i1+1)[1, α(∆(µ))]. If
i2 > i1 + 1, then µi1+1 6= µ and µ is a transfer base in the equation Ωvi1+1 . Hence
δi1+1 + d(H(i1+2)[1, α(µ)]) = d(H(i1+1)[1, α(µi1+1)]). Now (59) follows from

i2−1∑

i=i1+2

δi > d(H(i1+2)[1, α(µ)]).

So if v2 does not have outgoing auxiliary edges, that is the bases µ2 and ∆(µ2) do
not intersect in the equation Ωv2 ; then (59) implies that

m−1∑

i=1

δi > d(H(2)[1, α(∆µ2)]) > d(X(2)
µ2

) > d(X(2)
µ ) = d(X(1)

µ )− δ1,

which implies that

(60)
m−1∑

i=1

δi > 1
2
d(X(1)

µ ).

Suppose now there are outgoing auxiliary edges from the vertex v2: v2 →
w1, . . . , v2 → wk. The equation Ωv1 has some solution. Let H(2)[1, α(∆(µ2))]

.=
Q, and P a word (in the final h’s) such that Q

.= P d, then X
(2)
µ2 and X

(2)
µ are

beginnings of the word H(2)[1, β(∆(µ2))], which is a beginning of P∞. Denote
M = max16j6k s(Ωwj ).

By the construction of (45)we either have

(61) X(2)
µ

.= P rP1, P
.= P1P2, r < M.

or for each base µi, i > 2, there is an inequality d(H(i)(α(µi), α(∆(µi)))) > d(λ)
and therefore

(62) d(X(2)
µ ) < Md(H(i)[α(µi), α(∆(µi))]).

Let µi1 = µi2 = µ; i1 < i2; µi 6= µ for i1 < i < i2. If

(63) d(X(i1+1)
µi1+1

) > 2d(P )

and H(i1+1)[1, ρi1+1 + 1] begins with a cyclic permutation of P 3, then
d(H(i1+1)[1, α(∆(µi1+1))]) > d(X(2)

µ )/M . Together with (59) this gives
i2−1∑

i=i1

δi > d(X(2)
µ )/M.

The base µ occurs in the sequence µ1, . . . , µm−1 at least M times, so either (63)
fails for some i1 6 m− 1 or

∑m−1
i=1 δi (M − 3)d(X(2)

µ )/M.
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If (63) fails, then the inequality d(X(i+1)
µi ) 6 d(X(i+1)

µi+1 ), and the definition (58)
imply that

i1∑

i=1

δi > d(X(1)
µ )− d(X(i1+1)

µi1+1
) > (M − 2)d(X(2)

µ )/M ;

so everything is reduced to the second case.
Let

m−1∑

i=1

δi > (M − 3)d(X(1)
µ )/M.

Notice that (59) implies for i1 = 1
∑m−1

i=1 δi > d(Q) > d(P ); so
m−1∑

i=1

δi > max{1,M − 3}d(X(2)
µ )/M.

Together with (61) this implies
∑m−1

i=1 δi > 1
5d(X(2)

µ ) = 1
5 (d(X(1)

µ )− δ1). Finally,

(64)
m−1∑

i=1

δi > 1
10

d(X(1)
µ ).

Comparing (60) and (64) we can see that for the µ-reducing path (43) inequality
(64) always holds.

Suppose now that the path (43) is prohibited; hence it can be represented in
the form (44). From definition (49) we have

∑
µ∈ω1

d(X(m)
µ ) > ψω; so at least for

one base µ ∈ ω1 the inequality d(X(m)
µ ) > 1

2nψω holds. Because X
(m)
µ

.= (X(m)
∆(µ))

±1,

we can suppose that µ ∈ ω∪ω̃. Let m1 be the length of the path r1s1 · · · rlsl in (44).
If µ ∈ ω̃ then by the third part of the definition of a prohibited path there exists
m1 6 i 6 m such that µ is a transfer base of Ωvi . Hence, d(X(m1)

µi ) > d(X(i)
µi ) >

d(X(i)
µ ) > d(X(m)

µ ) > 1
2nψω. If µ ∈ ω, then take µ instead of µi. We proved the

existence of a base µ ∈ ω such that

(65) d(X(m1)
µ ) > 1

2n
ψω.

By the definition of a prohibited path, the inequality d(X(i)
µ ) > d(X(m1)

µ ) (1 6 i 6
m1), (64), and (65) we obtain

(66)
m1−1∑

i=1

δi > max{ 1
20n

ψω, 1}(40n2f1 + 20n + 1).

By (58) the sum in the left part of the inequality (66) equals dω(H̄(1)) −
dω(H̄(m1)); hence

dω(H̄(1)) > max{ 1
20n

ψω, 1}(40n2f1 + 20n + 1),

which contradicts (55).
This contradiction was obtained from the supposition that there are prohibited

paths (47) in the path (45). Hence (45) does not contain prohibited paths. This
implies that vi ∈ T0(Ω) for all vi in (45). For all i vi → vi+1 is an edge of a finite
tree. Hence the path (45) is finite. Let (Ωw, H̄w) be the final term of this sequence.
We show that (Ωw, H̄w) satisfies all the properties formulated in the lemma.
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The first property is obvious.
Let tp(w) = 2 and let Ωw have non-trivial non-parametric part. It follows from

the construction of (45) that if [j, k] is a non-active section for Ωvi then H(i)[j, k] .=
H(i+1)[j, k] .= . . .

.= H(w)[j, k]. Hence (46) and the definition of s(Ωv) imply that
the word h1 · · ·hρw can be subdivided into subwords h[i1, i2], . . . , h[ik−1, ik], such
that for any a either H(w) has length 1, or h[ia, ia+1] does not participate in basic
and coefficient equations, or H(w)[ia, ia+1] can be written as

(67) H(w)[ia, ia+1]
.= P r

a P ′a; Pa
.= P ′aP ′′a ; r > max

〈P,R〉
max{ρwf2(Ωw, P, R), f4(Ω′w)},

where Pa is a primitive word, and 〈P, R〉 runs through all the periodic structures of
Ω̃w such that either one of them is singular or for a solution with maximal number
of short variables with respect to the group of extended automorphisms all the
closed sections are potentially transferable. The proof of Proposition 7.5 will be
completed after we prove the following statement.

Lemma 7.6. If tp(w) = 2 and every closed section belonging to a periodic
structure P is potentially transferable (the definition is given in the construction
of T0 in case 15), one can apply the second minimal replacement and get a finite
number (depending on periodic structures containing this section in the vertices of
type 2 in the trees T0(wi), i = 1, . . . ,m ) of possible generalized equations containing
the same closed sections not from P and not containing closed sections from P.

Proof. From the definition of a potentially transferable section it follows
that after finite number of transformations depending on f4(Ω′u,P), where u runs
through the vertices of type 2 in the trees T0(wi), i = 1, . . . , m, we obtain a cycle
that is shorter than or equal to d(λmax). This cycle is exactly h[α(µi), α(∆(µi)] for
the base µi in the µ-reducing subpath. The rest of the proof of Lemma 7.6 is a
repetition of the proof of Lemma 6.18. ¤

7.5. Construction of the decomposition tree Tdec(Ω) from T0(Ω). We
can define now a decomposition tree Tdec(Ω). To obtain Tdec(Ω) we add some edges
to the terminal vertices of type 2 of T0(Ω). Let v be a vertex of type 2 in T0(Ω).
If there is no periodic structures in Ωv then this is a terminal vertex of Tdec(Ω).
Suppose there exists a finite number of combinations of different periodic struc-
tures P1, . . . ,Ps in Ωv. If some Pi is singular, we consider a generalized equation
Ωu(P1,...,Ps) obtained from Ωv(P1, . . . ,Ps) by the first minimal replacement corre-
sponding to Pi. We also draw the edge v → u = u(P1, . . . ,Ps). This vertex u
is a terminal vertex of Tdec(Ω). If all P1, . . . ,Ps in Ωv are not singular, we can
suppose that for each periodic structure Pi with period Pi some values of variables
in Pi are shorter than 2|Pi| and values of some other variables are shorter than
f3(Ωv)|Pi|, where f3 is the function from Lemma 6.15. Then we apply the second
minimal replacement. The resulting generalized equations Ωu1 , . . . , Ωut will have
empty non-parametric part. We draw the edges v → u1, . . . , v → ut in Tdec(Ω).
Vertices u1, . . . , ut are terminal vertices of Tdec(Ω).

Combining this construction with Theorem 7.1 and Proposition 7.5 we obtain
the following theorem.

Theorem 7.7. Let Ω be a generalized equation without parameters. To each
branch of Tdec(Ω) with terminal vertex w one can assign a splitting (maybe degen-
erate) of FR(Ω) such that every solution H of Ω corresponding to this branch can
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be transformed by a canonical automorphism corresponding to this splitting into a
solution H+ of Ωw. The group FR(Ωw) is a proper quotient of FR(Ω).

8. Structure of solutions, the solution tree Tsol(Ω, Λ)

Let Ω = Ω(H) be a generalized equation in variables H with the set of bases
BΩ = B∪Λ. Let Tdec(Ω) be the tree constructed in Subsection 7.5 for a generalized
equation Ω with parameters Λ.

Recall that in a leaf-vertex v of Tdec(Ω) we have the coordinate group FR(Ωv)

which is a proper homomorphic image of FR(Ω). We define a new transformation Rv

(we call it leaf-extension) of the tree Tdec(Ω) at the leaf vertex v. We take the union
of two trees Tdec(Ω) and Tdec(Ωv) and identify the vertices v in both trees (i.e., we
extend the tree Tdec(Ω) by gluing the tree Tdec(Ωv) to the vertex v). Observe that
if the equation Ωv has non-parametric non-constant sections (in this event we call
v a terminal vertex), then Tdec(Ωv) consists of a single vertex, namely v.

Now we construct a solution tree Tsol(Ω) by induction starting at Tdec(Ω). Let v
be a leaf non-terminal vertex of T (0) = Tdec(Ω). Then we apply the transformation
Rv and obtain a new tree T (1) = Rv(Tdec(Ω)). If there exists a leaf non-terminal
vertex v1 of T (1), then we apply the transformation Rv1 , and so on. By induction
we construct a strictly increasing sequence of trees

(68) T (0) ⊂ T (1) ⊂ . . . ⊂ T (i) ⊂ . . . .

This sequence is finite. Indeed, suppose to the contrary that the sequence is infinite
and hence the union T (∞) of this sequence is an infinite tree in which every vertex
has a finite degree. By Konig’s lemma there is an infinite branch B in T (∞). Observe
that along any infinite branch in T (∞) one has to encounter infinitely many proper
epimorphisms. This contradicts the fact that F is equationally Noetherian.

Denote the union of the sequence of the trees (68) by Tsol(Ω, Λ). We call
Tsol(Ω, Λ) the solution tree of Ω with parameters Λ. Recall that with every edge e
in Tdec(Ω) (as well as in Tsol(Ω, Λ)) with the initial vertex v and the terminal vertex
w we associate an epimorphism

πe : FR(Ωv) → FR(Ωv).

It follows that every connected (directed) path p in the graph gives rise to a com-
position of homomorphisms which we denote by πp. Since Tsol(Ω,Λ) is a tree the
path p is completely defined by its initial and terminal vertices u, v; in this case we
sometimes write πu,v instead of πp. Let πv be the homomorphism corresponding
to the path from the initial vertex v0 to a given vertex v, we call it the canonical
epimorphism from FR(Ω) onto FR(Ωv).

Also, with some vertices v in the tree Tdec(Ω), as well as in the tree Tsol(Ω, Λ),
we associate groups of canonical automorphisms A(Ωv) or extended automorphisms
Ā(Ωv) of the coordinate group FR(Ωv) which, in particular, fix all variables in the
non-active part of Ωv. We can suppose that the group Ā(Ωv) is associated to every
vertex, but for some vertices it is trivial. Observe also, that canonical epimorphisms
map parametric parts into parametric parts (i.e., subgroups generated by variables
in parametric parts).
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Recall that writing (Ω, U) means that U is a solution of Ω. If (Ω, U) and
µ ∈ BΩ, then by µU we denote the element

(69) µU = [uα(µ) · · ·uβ(µ)−1]ε(µ).

Let BU = {µU | µ ∈ B} and ΛU = {µU | µ ∈ Λ}. We refer to these sets as the set
of values of bases from B and the set of values of parameters from Λ with respect
to the solution U . Notice, that the value µU is given in (69) as a value of one fixed
word mapping

Pµ(H) = [hα(µ) · · ·hβ(µ)−1]ε(µ).

In vector notation we can write that

BU = PB(U), ΛU = PΛ(U),

where PB(H) and PΛ(H) are corresponding word mappings.
The following result explains the name of the tree Tsol(Ω, Λ).

Theorem 8.1. Let Ω = Ω(H, Λ) be a generalized equation in variables H with
parameters Λ. Let Tsol(Ω,Λ) be the solution tree for Ω with parameters. Then the
following conditions hold.

(1) For any solution U in F of the generalized equation Ω there exist: a path
v0 → v1 → . . . → vn = v in Tsol(Ω, Λ) from the root vertex v0 to a terminal
vertex v, an abelian splitting of each of FR(Ωv0 ), . . . , FR(Ωvn ), a sequence
of canonical automorphisms σ = (σ0, . . . , σn), σi ∈ A(Ωvi), and a solution
Uv in F of the generalized equation Ωv such that the solution U (viewed
as a homomorphism FR(Ω) → F ) is equal to the following composition of
homomorphisms

(70) U = Φσ,Uv = σ0πv0,v1σ1 · · ·πvn−1,vnσnUv.

(2) For any path v0 → v1 → . . . → vn = v in Tsol(Ω,Λ) from the root vertex
v0 to a terminal vertex v, a pair consisting of a sequence of canonical
automorphisms σ = (σ0, . . . , σn), σi ∈ A(Ωvi), and a solution Uv in F of
the generalized equation Ωv, the composition Φσ,Uv , gives a solution in F
of the corresponding group equation Ω∗ = 1; moreover, every solution in
F of Ω∗ = 1 can be obtained this way.

(3) For each terminal vertex v in Tsol(Ω,Λ) there exists a word mapping
Qv(Hv) such that for any solution Uv of Ωv and any solution U = Φσ,Uv

from (70) the values of the parameters Λ with respect to U can be written
as ΛU = Qv(Uv) (i.e., these values do not depend on σ) and the word
Qv(Uv) is reduced as written.

Proof. Statements (1) and (2) follow from the construction of the tree Tsol(Ω,Λ).
To verify (3) we need to invoke the argument above this theorem which claims that
the canonical automorphisms associated with generalized equations in Tsol(Ω,Λ)
fix all variables in the parametric part and, also, that the canonical epimorphisms
map variables from the parametric part into themselves. ¤

Theorem 8.2. For any finite system S(X) = 1 over a free group F , one can
find effectively a finite family of nondegenerate triangular quasi-quadratic systems
U1, . . . , Uk and word mappings pi : VF (Ui) → VF (S) (i = 1, . . . , k) such that for
every b ∈ VF (S) there exists i and c ∈ VF (Ui) for which b = pi(c), i.e.

VF (S) = p1(VF (U1)) ∪ · · · ∪ pk(VF (Uk))
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and all sets pi(VF (Ui)) are irreducible; moreover, every irreducible component of
VF (S) can be obtained as a closure of some pi(VF (Ui)) in the Zariski topology.

Proof. Each solution of the system S(X) = 1 can be obtained as X = pi(Yi),
where Yi are variables of Ω = Ωi for a finite number of generalized equations.
We have to show that all solutions of Ω∗ are solutions of some NTQ system. We
can use Theorem 8.1 without parameters and Theorem 7.1. In this case Ωv is
an empty equation with non-empty set of variables. In other words FR(Ωv) =
F ∗ F (h1, . . . , hρ). To each of the branches of Tsol we assign an NTQ system from
the formulation of the theorem. Let Ωw be a leaf vertex in Tdec. Then FR(Ωw) is
a proper quotient of FR(Ω). Consider the path v0, v1, . . . , vn = w in Tdec(Ω) from
the root vertex v0 to a terminal vertex w. All the groups FR(Ωvi

) are isomorphic.
There are the following five possibilities.

1. tp(vn−1) = 2. In this case there is a singular periodic structure on Ωvn−1 . By
Lemma 6.7, FR(Ωvn−1 ) is a fundamental group of a graph of groups with one vertex
group K, some free abelian vertex groups, and some edges defining HNN extensions
of K. Recall that making the first minimal replacement we first replaced FR(Ωvn−1 )

by a finite number of proper quotients in which the edge groups corresponding to
abelian vertex groups and HNN extensions are maximal cyclic in K. Extend the
centralizers of the edge groups of Ωvn−1 corresponding to HNN extensions by stable
letters t1, . . . , tk. This new group that we denote by N is the coordinate group of
a quadratic equation over FR(Ωw) which has a solution in FR(Ωw).

In all the other cases tp(vn−1) 6= 2.
2. There were no auxiliary edges from vertices v0, v1, . . . , vn = w, and if one of

the Cases 7–10 appeared at one of these vertices, then it only appeared a bounded
(the boundary depends on Ωv0) number of times in the sequence. In this case we
replace FR(Ω) by FR(Ωw)

3. FR(Ωw) is a term in a free decomposition of FR(Ωvn−1 ) (Ωw is a kernel of a
generalized equation Ωvn−1). In this case we also consider FR(Ωw) instead of FR(Ω).

4. For some i tp(vi) = 12 and the path vi, . . . , vn = w does not contain vertices
of type 7 − 10, 12 or 15. In this case FR(Ω) is the coordinate group of a quadratic
equation.

5. The path v0, v1, . . . , vn = w contains vertices of type 15. Suppose
vij , . . . , vij+kj , j = 1, . . . , l are all blocks of consecutive vertices of type 15 This
means that tp(vij+kj+1) 6= 15 and ij + kj + 1 < ij+1. Suppose also that none of
the previous cases takes place. To each vij we assigned a quadratic equation and a
group of canonical automorphisms corresponding to this equation. Going along the
path vij , . . . , vij+kj , we take minimal solutions corresponding to some non-singular
periodic structures. Each such structure corresponds to a representation of FR(Ωvij

)

as an HNN extension. As in the case of a singular periodic structure, we can sup-
pose that the edge groups corresponding to HNN extensions are maximal cyclic and
not conjugated in K. Extend the centralizers of the edge groups corresponding to
HNN extensions by stable letters t1, . . . , tk. Let N be the new group. Then N is the
coordinate group of a quadratic system of equations over FR(Ωvij+kj+1 ). Repeating
this construction for each j = 1, . . . , l, we construct NTQ system over FR(Ωw).

Since FR(Ωw) is a proper quotient of FR(Ω), the theorem can now be proved by
induction.

¤
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9. Maximal standard quotients and canonical embeddings of F-groups

In this section we construct standard quotients and canonical embeddings
of freely indecomposable finitely generated fully residually free groups into NTQ
groups.

9.1. JSJ-decompositions are sufficient splittings. In this section we prove
that a non-degenerate JSJ decomposition D of a finitely generated freely indecom-
posable fully residually free group G is a sufficient splitting of G, i.e., the standard
maximal quotient G/RD is a proper quotient. Let, as usual, F be a fixed free
non-abelian group.

Theorem 9.1. Let G be a finitely generated freely indecomposable [freely inde-
composable modulo F ] fully residually free group G. Then a non-degenerate JSJ Z-
decomposition [modulo F ] of G is a sufficient splitting of G.

Proof. Let D be a non-degenerate JSJ decomposition of the group G =
FR(U). Recall, that by GE(U) we denote the finite set of the initial generalized
equations associated with U = 1 (see Section 4.2). For each Ω ∈ GE(U) we are
going to construct a tree Tmq(Ω) as follows. Let Tdec(Ω) be the decomposition
tree which has been constructed in Subsection 7.5. Suppose v is a leaf vertex of
Tdec(Ω) and Ωv is the generalized equation associated with v in Tdec(Ω). By the
construction the group FR(Ωv) is a proper quotient of FR(Ω). If the image of G in
FR(Ωv) under the quotient epimorphism FR(Ω) → FR(Ωv) is not a proper quotient
of G, then we extend the tree Tdec(Ω) by gluing up the tree Tdec(Ωv) to the vertex
v (by identifying the vertex v in Tdec(Ω) with the root vertex in Tdec(Ωv)). Denote
the resulting tree by Tdec(Ω)′. Again, if there is a leaf vertex v′ ∈ Tdec(Ω)′ such that
the canonical image of G in the group associated with v′ is not a proper quotient of
G then we extend Tdec(Ω)′ by gluing up the tree Tdec(Ω′v) to the vertex v′ (we refer
to this operation as to leaf extension). More formally, let T0 = Tdec(Ω). Suppose
a tree Ti with associated groups and homomorphisms is already constructed. If
there is a vertex w ∈ Ti such that the image of G in the group associated with w
is not a proper quotient of G then we glue up the tree Tdec(Ωw) to the vertex w
(by identifying w with the root vertex in Tdec(Ωw)) and denote the resulting tree
by Ti+1.

Claim. The sequence

(71) T0 ⊂ T1 ⊂ T2 ⊂ . . .

is finite.

Indeed, suppose the sequence (71) is infinite. Then the graph T =
⋃∞

i=1 Ti is
infinite. Then by Konig’s lemma there is an infinite branch in T , say,

(72) v0 → v1 → v2 → . . . .

Therefore there exists an infinite subsequence, say,

vi0 → vi1 → vi2 → . . .

such that for every vertex vij in this sequence at some step the tree Tdec(Ωvij
) was

glued to the vertex vij . It follows that the homomorphism corresponding to the
edge vij−1 → vij is a proper epimorphism. Hence there are infinitely many proper
epimorphisms associated with the edges of the branch (72). This implies that there
exists an infinite sequence of epimorphisms of finitely generated residually free
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groups which contains infinitely many proper epimorphisms - contradiction with
the equationally Noetherian property of free groups. This proves the claim.

Denote the union tree T of the finite sequence (71) by Tmq(Ω). Fix some
terminal vertex w of Tmq(U, Ω). Each homomorphism from the image of G in
FR(Ωw) into F factors through a finite number of fully residually free quotients.
Denote one such quotient by Ḡ = FR(Ū) ∗F (t1, . . . , tk), where Ū is irreducible, and
t1, . . . , tk are free variables from quadratic equations.

Let v0 be the initial vertex of Tdec(Ω), v1 be the terminal vertex of Tdec(Ω),
v2 be the terminal vertex of Tdec(Ωv1) and so on, vn = w. Each solution of
U = 1 corresponding to this branch of Tmq(U,Ω) can be transformed by canon-
ical automorphisms corresponding to vertices of Tdec(Ω) (which are canonical au-
tomorphisms from AD0 , where D0 is a decomposition of FR(Ω), see Subsection
7.2) and, subsequently, by canonical automorphisms corresponding to vertices of
Tdec(Ωvi), i = 1, . . . , n (which are canonical automorphisms from ADi , where Di is
a decomposition of FR(Ωvi

)), into a solution satisfying a proper equation.
By Lemma 2.13, for each QH subgroup Q in FR(Ωvi

), either the intersection of
G with some conjugate Qg is of finite index in Qg and is a QH subgroup of G, or G
is conjugated into the fundamental group of a connected component of the graph
of groups obtained from D by removing the vertex and edges corresponding to Q.
Case 1) in the lemma cannot take place because G is freely indecomposable. In
the case when G is conjugated into the fundamental group of the graph of groups
obtained from D by removing the vertex and edges corresponding to Q, each solu-
tion of U = 1 can be obtained from a solution of Ωvi minimal with respect to the
canonical group of automorphisms corresponding to Q. If G has trivial intersection
with all conjugates of some edge group of Di, then again each solution of U = 1 can
be obtained from a solution of Ωvi minimal with respect to the group generated by
the canonical Dehn twists along this edge. If the intersection G ∩ Qg has a finite
index, then it is a QH subgroup Q1 of G and the group of automorphisms of Q1 in-
duced by canonical automorphisms of Qg has finite index in the group of canonical
automorphisms of Qg. Let F̄R(Ωvi

) be the factor that contains G in some Grushko
decomposition of FR(Ωvi

). Let A(F̄R(Ωvi
)) be the group of outer canonical automor-

phisms of F̄R(Ωvi
) induced from canonical automorphisms of FR(Ωvi

). By Lemma
2.13, the group of canonical automorphisms of F̄R(Ωvi

) corresponding to Qg (where
Q is a QH subgroup of F̄R(Ωvi

)) that induce canonical automorphisms of G has finite
index in the subgroup of A(F̄R(Ωvi

)) corresponding to Q. Denote by AG(F̄R(Ωvi
))

the subgroup of A(F̄R(Ωvi
)) generated by canonical Dehn twists corresponding to

the splittings of F̄R(Ωvi
) that induce non-trivial splittings of G. The subgroup Aind

of AG(F̄R(Ωvi
)) consisting of automorphisms that induce automorphisms of G, has

finite index in AG(F̄R(Ωvi
)).

This implies that using canonical automorphisms corresponding to the JSJ
decomposition of G, we can transform each solution φ of U = 1 into a solution
that is not longer than φ and satisfies one of the finite number of proper equations
(which can be effectively found) or, equivalently, satisfies a proper equation which
represents this disjunction of equations. Since a minimal solution in the equivalence
class of φ factors through some branch of Tmq(Ω) for one of the finite number of
generalized equations Ωw, it must satisfy this proper equation.

¤
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9.2. Quasi-quadratic systems associated with Z-splittings. Let G be a
finitely generated freely indecomposable fully residually free group and D a non-
degenerate JSJ Z-decomposition of G. Combining foldings and slidings, we can
transform D into an abelian decomposition in which each vertex with non-cyclic
abelian subgroup that is connected to some rigid vertex, is connected to only one
vertex which is rigid. We suppose from the beginning that D has this property.
Let Li, i ∈ I be a (finite) collection of all standard maximal fully residually free
quotients of G relative to D and πi : G → Li the corresponding canonical epimor-
phisms. By Corollary 2.29 one can enumerate these quotients as

L1, . . . , Lk, . . . , Lk+s, k > 1, s > 0,

in such a way that for each i = 1, . . . , k all the restrictions of πi onto rigid subgroups
of D, onto edge subgroups in D, and onto the subgroups of the abelian vertex
groups A generated by the images of all the edge groups of edges adjacent to A,
are monomorphisms. Let H1, . . . , Hq be rigid subgroups of G in D. Consider
the Grushko’s decomposition of Li compatible with the collection of subgroups
πi(H1), . . . , πi(Hq):

Li = Li,1 ∗ · · · ∗ Li,αi ∗ F (t1, . . . , tβi),

where F (t1, . . . , tβi) is the maximal free factor that does not contain conjugates of
any of the subgroups πi(H1), . . . , πi(Hq). Denote

Ḡi = Li,1 ∗ · · · ∗ Li,αi .

In this section we show that G embeds into a group Gi which is a particular
extension of the group Ḡi, i = 1, . . . , k. More precisely, Gi is the fundamental
group of a graph of groups Γi obtained from a single vertex v with the associated
vertex group Gv = Ḡi by adding finitely many edges corresponding to extensions
of centralizers (viewed as amalgamated products) and finitely many QH vertices
connected only to v (see Figure 15).

We start with description of the extensions Gi of Ḡi. Fix an integer i, i =
1, . . . , k and, to simplify notation, denote Ḡi by Ḡ, πi by π, and Gi by G∗. Let
Ḡ = P1 ∗ · · · ∗ Pα be the Grushko decomposition of Ḡ. Then by construction of
Ḡ, each factor in this decomposition contains a conjugate of the image of some
rigid subgroup or an edge group in D. Let g1, . . . , gl be a fixed finite generating
set of Ḡ. For an edge e ∈ D we fix a generator de of the cyclic edge group Ge (or
generators of an abelian edge group connecting a non-cyclic abelian vertex group
to a rigid subgroup). The required extension G∗ of Ḡ is constructed in three steps.
On each step we extend the centralizers CḠ(π(de)) of some edges e in D or add
a QH subgroup. Simultaneously, for every edge e ∈ D we associate an element
se ∈ CG∗(π(de)).

Step 1. Let Erig be the set of all edges between rigid subgroups in D. For each
edge e ∈ Erig we do the following. If

G = A ∗〈de〉 B and Ḡ = π(A) ∗〈π(de)〉 π(B)

or
G = A ∗〈de〉 and Ḡ = π(A)∗〈π(de)〉

then we delete the edge e from Erig. In this case we associate the trivial ele-
ment se = 1 with e. Denote the resulting set of edges by E′. One can define an
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Figure 15. The graph of groups Γi of the coordinate group of the
quasi-quadratic system over Ḡi.

equivalence relation ∼ on E′ assuming for e, f ∈ E′ that

e ∼ f ⇐⇒ (∃gef ∈ Ḡ
) (

g−1
ef CḠ(π(e))gef = CḠ(π(f))

)
.

Let E be a set of representatives of equivalence classes of E′ modulo ∼.
Now we construct a group G(1) by extending every centralizer CḠ(π(de)) of Ḡ,

e ∈ E as follows. Let
[e] = {e = e1, . . . , eqe}

and y
(1)
e , . . . , y

(qe)
e be new letters corresponding to the elements in [e]. Then put

G(1) =
〈
Ḡ, y(1)

e , . . . , y(qe)
e (e ∈ E) | [C(π(de)), y(j)

e ] = 1, [y(i)
e , y(j)

e ] = 1(i, j = 1, . . . , qe)
〉

.

One can associate with G(1) the following system of equations over Ḡ:

(73) [ḡes, y
(j)
e ] = 1, [y(i)

e , y(j)
e ] = 1, i, j = 1, . . . , qe, s = 1, . . . , pe, e ∈ E,

where y
(j)
e are new variables and the elements ḡe1, . . . , ḡepe are constants from Ḡ

which generate the centralizer C(π(de)). We assume that the constants ḡej are given
as words in the generators g1, . . . , gl of Ḡ. We associate the element sei = y

(i)
e with

the edge e = ei.
Step 2. Let A be a non-cyclic abelian vertex group in D and Ae the subgroup

of A generated by the images in A of the edge groups of edges adjacent to A.
Then A = Is(Ae)×A0 where Is(Ae) is the isolator of Ae in A (the minimal direct
factor containing Ae) and A0 a direct complement of Is(Ae) in A. Notice, that
the restriction of π on Is(Ae) is a monomorphism (since π is injective on Ae and
Ae is of finite index in Is(Ae)). For each non-cyclic abelian vertex group A in D
we extend the centralizer of π(Is(Ae)) in G(1) by the abelian group A0 and denote
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the resulting group by G(2). Observe, that since π(Is(Ae)) 6 Ḡ the group G(2) is
obtained from Ḡ by extending finitely many centralizers of elements from Ḡ.

If the abelian group A0 has rank r then the system of equations associated with
the abelian vertex group A has the following form

(74) [yp, yq] = 1, [yp, d̄ej ] = 1, p, q = 1, . . . , r, j = 1, . . . , pe,

where yp, yq are new variables and the elements d̄e1, . . . , d̄epe are constants from
Ḡ which generate the subgroup π(Is(Ae)). We assume that the constants d̄ej are
given as words in the generators g1, . . . , gl of Ḡ.

Denote by
S̄i(y1, . . . , yt, g1, . . . , gl) = 1

the union of the system (73) and all the systems (74) for every abelian non-cyclic
vertex group A in D. Here y1, . . . , yt are all the new variables that occur in the
equations (73), (74).

Step 3. A QH subgroup Q such that π(Q) is a QH subgroup of Ḡ of the same
size (see Section 1.6) is called a stable QH subgroup. Let Q be a non-stable QH
subgroup in D. Suppose Q is given by a presentation

n∏

i=1

[xi, yi]p1 · · · pm = 1.

where there are exactly m outgoing edges e1, . . . , em from Q and σ(Gei) = 〈pi〉,
τ(Gei) = 〈ci〉 for each edge ei. We add a QH vertex Q to G(2) by introducing new
generators and the following quadratic relation

(75)
n∏

i=1

[xi, yi](cπi
1 )z1 · · · (cπi

m−1)
zm−1cπi

m = 1

to the presentation of G(2). Observe, that in the relations (75) the coefficients in
the original quadratic relations for Q in D are replaced by their images in Ḡ.

Similarly, one introduces QH vertices for non-orientable QH subgroups in D.
We refer to Section 2.9 for details on quadratic relations associated with non-
orientable QH subgroups.

The resulting group is denoted by G∗ = G(3).
Let

S = S(z1, . . . , zm, g1, . . . , gl) = 1

be union of the quadratic systems of the type (75) for orientable and non-orientable
non-stable QH subgroups in D. Here the set of variables {z1, . . . , zm} is union of
all variables in quadratic equations of the type (75). Let D∗ be a splitting of G∗

with the following vertex groups: factors P1, . . . , Pα in the compatible reduced free
decomposition of Ḡ, abelian vertex groups corresponding to relations (73), (74),
and QH subgroups added to Ḡ. Let T ∗ be a maximal subtree in the underlying
graph Γ∗. So far we defined elements se only for edges between two rigid subgroups
of D.

Now we define an F -homomorphism ψ : G → G∗ and show that ψ is injective.
In the process we will associate elements se to the remaining edges of D. We need
the following lemma.

Lemma 9.2.
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(1) Let H = A ∗〈d〉 B and π : H → H̄ be a homomorphism such that the
restrictions of π on A and B are injective. Put

H∗ = 〈H̄, y | [CH̄(π(d)), y] = 1〉.
Then for every u ∈ CH∗((π(d)), u 6∈ CH̄(π(d)), a map

ψ(x) =
{

π(x), x ∈ A,
π(x)u, x ∈ B.

gives rise to a monomorphism ψ : H → H∗.
(2) Let H = 〈A, t | dt = c〉 and π : H → H̄ be a homomorphism such that the

restriction of π on A is injective. Put

H∗ = 〈H̄, y | [CH̄(π(d)), y] = 1〉.
Then for every u ∈ CH∗((π(d)), u 6∈ CH̄(π(d)), a map

ψ(x) =
{

π(x), x ∈ A,
uπ(x), x = t.

gives rise to a monomorphism ψ : H → H∗.

Proof. We prove (1), a similar argument proves (2). Clearly, the map ψ
agrees on the intersection A ∩ B, so it defines a homomorphism ψ : Hrig → G.
Straightforward verification shows that ψ maps reduced forms of elements in Hrig

into reduced forms of elements in G. This proves that ψ is injective. ¤

We define the homomorphism ψ : G → G∗ with respect to the splitting D of G.
Let T be the maximal subtree of D. First, we define ψ on the fundamental group
of the graph of groups induced from D on T . Notice that the subgroup F is elliptic
in D, so there is a rigid vertex v0 ∈ T such that F 6 Gv0 . Mapping π embeds Gv0

into Ḡ, hence into G∗.
Let P be a path v0 → v1 → . . . → vn in T that starts at v0. With each edge

ei = (vi−1 → vi) between two rigid vertex groups we have already associated the
element sei . Let us associate elements to other edges of P :

a) if vi−1 is a rigid vertex, and vi is either abelian or QH, then sei = 1;
b) if vi−1 is a QH vetrex, vi is rigid or abelian, and the image of ei in the decom-

position D∗ of G∗ does not belong to T ∗, then sei is the stable letter corresponding
to the image of ei;

c) if vi−1 is a QH vertex and vi is rigid or abelian, and the image of ei in the
decomposition of G∗ belongs to T ∗, then sei = 1.

d) if vi−1 is an abelian vertex with Gvi−1 = A and vi is a QH vertex, then sei

is an element from A that belongs to A0.
Since two abelian vertices cannot be connected by an edge in Γ, and we can

suppose that two QH vertices are not connected by an edge, these are all possible
cases.

We now define the embedding ψ on the fundamental group corresponding to
the path P as follows:

ψ(x) = π(x)sei
···se1 for x ∈ Gvi .

This map is a monomorphism by Lemma 9.2. Similarly we define ψ on the fun-
damental group of the graph of groups induced from D on T . We extend it to G
using the second statement of Lemma 9.2.
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We constructed a finite number of proper fully residually free quotients of G:
Ḡ, . . . , Ḡk where the systems S = 1 ∧ S̄i = 1 have solutions. Let Ḡi = FR(Ūi).

Now UD,i(z1, . . . , zm, y1, . . . , yt, g1, . . . , gl) = 1 is the system

S(z1, . . . , zm, g1, . . . , gl) = 1
S̄i(y1, . . . , yt, g1, . . . , gl) = 1

Ūi(g1, . . . , gl) = 1

If G = FR(U) is a surface group, we take the system S = 1 the same as U = 1,
S̄i = 1 and Ūi = 1 trivial. If G is a free abelian group, we take S̄ = 1 the same as
U = 1, and S = 1, Ū = 1 trivial. If G is cyclic, we do not construct UD,i = 1.

We summarize the construction in the following theorem.

Theorem 9.3. Let U(X) = 1, X = {x1, . . . , xn}, be a finite irreducible system
of equations over F such that G = FR(U) is freely indecomposable (modulo F ) if
U(X) = 1 has non-trivial coefficients. Let D be a JSJ Z-decomposition of G. Then
one can effectively construct finitely many equations

V1(X) = 1, . . . , Vs(X) = 1

with coefficients in F and finitely many systems

UD,1 = 1, . . . , UD,k = 1

over F with embeddings

φ1 : FR(U) → FR(UD,1), . . . , φk : FR(U) → FR(UD,k)

such that:
(1) Vi 6∈ R(U), i = 1, . . . , s.
(2) UD,i(z1, . . . , zm, y1, . . . , yt, g1, . . . , gl) = 1 is a system of the following type

S(z1, . . . , zm, g1, . . . , gl) = 1
S̄i(y1, . . . , yt, g1, . . . , gl) = 1

Ūi(g1, . . . , gl) = 1

where Ūi = 1 is irreducible, S = 1 is a non-degenerate quadratic system in
variables z1, . . . , zm over Ḡi = FR(Ūi), variables z1, . . . , zm are standard
generators of MQH subgroups of G and stable letters corresponding to
non-tree edges adjacent to QH subgroups, S̄i = 1 corresponds to extensions
of centralizers of elements from FR(Ūi). There is a splitting Di

∗ of the
fundamental group of the system UD,i modulo free factors of Ḡi; MQH
vertex groups in Di

∗ correspond to equations from the system S = 1,
abelian vertex groups correspond to equations from the system S̄i = 1.

(3) FR(Ūi) ∗ F(t1, . . . , tβi) is a proper quotient of FR(U) with the canonical
epimorphism πi : FR(U) → FR(Ūi) ∗ F(t1, . . . , tβi), i = 1, . . . , k, which can
be found effectively.

(4) V (U) = p1(V (UD,1))∪ · · ·∪pk(V (UD,k))∪V (U ∧ V1)∪ · · ·∪V (U ∧ Vs),
where the word mappings pi = (pi,1, . . . , pi,n), i = 1, . . . , k, correspond to
the embeddings φ1, . . . , φk, i.e., for every i and every xj ∈ X

φi(xj) = pi,j(z1, . . . , zm, y1, . . . , yt, g1, . . . , gl).

(5) Let Φi = {φiσπiψ | σ ∈ ADi
∗ , ψ ∈ V (Ūi)}. Then Φi ⊆ pi(V (UD,i)) and

V (U) = Φ1 ∪ · · · ∪ Φk ∪ V (U ∧ V1) ∪ · · · ∪ V (U ∧ Vs).
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Proof. We have already constructed the systems

UD,1 = 1, . . . , UD,k = 1

and embeddings

φ1 : FR(U) → FR(UD,1), . . . , φk : FR(U) → FR(UD,k).

Recall that L1, . . . , Lk+s is a family of all standard maximal fully residually
free quotients for G such that for each i = 1, . . . , k all the restrictions of πi onto
rigid subgroups of D, onto edge subgroups in D, and onto the subgroups of the
abelian vertex groups A generated by the images of all the edge groups of edges
adjacent to A, are monomorphisms. Consider now fully residually free quotients
Lk+1, . . . , Lk+s. For each quotient Lk+i there exists an element Vi from a rigid
subgroup or from Ae for some abelian vertex group A such that πi(Vi) = 1. Since
all automorphisms from AD only conjugate rigid subgroups, all solutions of U = 1
that can be represented as a composition σπi, where σ ∈ AD, satisfy the equation
Vi = 1.

In order to prove statements (4) and (5) we just notice that the set φiσ, where
σ ∈ AD∗ is the set of canonical automorphisms from AD except the automorphisms
corresponding to stable QH subgroups and edges between rigid subgroups for which
we did not extend their centralizers. Using these automorphisms one can transform
an arbitrary solution into a solution in one of the maximal fully residually free
quotients. ¤

10. Effective free decompositions

In this section we prove the following result, which is one of the corner stones
in constructing JSJ decompositions affectively.

Theorem 10.1. There is an algorithm which for every finitely generated fully
residually free group G and its finitely generated subgroup H determines whether
or not G has a nontrivial free decomposition modulo H. Moreover, if G does have
such a decomposition, the algorithm finds one (by giving finite generating sets of
the factors).

Proof. Let G be a finitely generated fully residually free group, G = 〈Z |
U(Z)〉, where U(Z) = 1 is an irreducible system over F . Let H be a finitely
generated subgroup of G given by a finite set of generators H = 〈h1(Z), . . . , hn(Z)〉,
where hi(Z) is a word in generators Z. For every i = 1, . . . , n add the equation yi =
hi(X) to the system U(Z) = 1. We denote the resulting system by UH(Z, Y ) = 1.

Let

(76) G ' G1 ∗ · · · ∗Gk

be a free decomposition of G such that H 6 G1, G1 is freely indecomposable modulo
H, and Gi is a freely indecomposable non-trivial group for i 6= 1. We deduce from
(76) that G = FR(S) for some irreducible system S(X) = 1 over F which splits as
S(X) = S1(X1)∪· · ·∪Sk(Xk); here Si(Xi) is a finite set of defining relations of Gi.
Notice that the system S1(X1) = 1 may contain constants from F , but Si(Xi) = 1
are coefficient free. Obviously, the system S(X) = 1 is rationally equivalent to
U(Z) = 1 as well as to UH(Z, Y ) = 1. Let F = F (A), Fi be an isomorphic copy of
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F and αi : F → Fi be a fixed isomorphism (i = 2, . . . , k). Denote by F ∗ the free
product

F ∗ = F1 ∗ F2 ∗ · · · ∗ Fk

in which F1 = F . For every µ ∈ Hom(G,F ) there exists λµ ∈ Hom(G,F ∗) defined
for x ∈ Xi as λµ(x) = αi(µ|Gi

(x)). Every solution of S(X) = 1 in F can be
obtained by a substitution from a solution λ such that λ(x) ∈ Fi for x ∈ Xi. Since
G is discriminated by F we can chose λ such that λ(x) 6= 1 for any x ∈ X (otherwise
we can replace X by a smaller set of generators for G).

Denote by φλ the solution of the system UH = 1 which is obtained from λ by
changing coordinates. Varying the solution λ we will get a set of solutions

Φ = {φλ | λ},
which discriminates FR(S) into F ∗. We may assume that all solutions in Φ have
syllable length in F ∗ not greater than a constant K depending on the expressions
of generators Z in terms of generators X.

Since the set GE(UH) of generalized equations corresponding to the system
UH(Z, Y ) = 1 is finite, there exists a generalized equation ΩΦ ∈ GE(UH) and the
canonical embedding γ : FR(UH) → FR(ΩΦ) such that some infinite subset of Φ
factors through γ and discriminates FR(UH). For simplicity we denote this subset
again by Φ and also identify G ' FR(UH) with its image γ(FR(UH)) in FR(ΩΦ).

We claim that given ΩΦ one can effectively construct a generalized equation Ω
with the following properties:

a) there is an embedding φ : FR(ΩΦ) → FR(Ω);
b) the set of all closed sections of Ω is partitioned into a disjoint union of

subsets C1, . . . , Ck such that any base from Ci has its dual base in Ci,
which implies that

FR(Ω) ' FR(Ω1) ∗ · · · ∗ FR(Ωk)

where Ωi is the generalized equation situated over the section Ci;
c) φ(γ(FR(Si))) 6 FR(Ωi).

Let T̂dec(UH , ΩΦ) be the tree constructed in Subsection 9.1. Since the tree
T̂dec(UH ,ΩΦ) is finite there is a branch B of this tree from the root v0 to a leaf,
say w, such that an infinite discriminating subset of homomorphisms from Φ goes
along this branch. Again we denote this subset by Φ. Let e = (v, u) be an edge
in B, πB,u the canonical homomorphism from ΩΦ into FR(Ωu) along the branch B,
π∗B,u the restriction of πB,u onto FR(UH), and G(u) = π∗B,u(FR(UH)). When doing
the Elimination process along the branch B the following cases may occur at the
vertex v.

1) Neither a quadratic section nor a periodic structure occurs in constructing
the generalized equation Ωv at v.

2) A quadratic section or a periodic structure occurs in constructing the gen-
eralized equation Ωv at v and the splitting induced on G(v) from FR(Ωv)

is insufficient, i.e., the homomorphism π∗B,u : FR(UH) → G(v) is an iso-
morphism.

3) A quadratic section or a periodic structure occurs in constructing the gen-
eralized equation Ωv at v and the splitting induced on G(v) from FR(Ωv)

is sufficient, i.e., the homomorphism π∗B,u : FR(UH) → G(v) is not an
isomorphism. Notice that this case can occur only if u = w.
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Observe that given a branch B one can effectively construct the homomorphism
πB,u because the construction of the tree T̂dec(UH , ΩΦ) is effective. Also, effective-
ness of the homomorphism γ implies that one can effectively find the subgroup
FR(UH) in ΩΦ hence the homomorphism π∗B,u. It follows that one can effectively
decide which of the cases above occurs at a given vertex v ∈ B. Indeed, if the case
1) occurs at v then it is obvious from the process. If the case 1) does not occur
then to distinguish the case 2) from the case 3) one needs to check whether the
homomorphism π∗B,u is an isomorphism or not. This can be done effectively by
Theorem 3.22.

It follows that one can effectively find the set V (3) of all the vertices v ∈
T̂dec(UH ,ΩΦ) for which the third case holds. There are two cases here. Considering
these cases we identify G with its image G(v).

Case 1. Suppose there is no vertex from V (3) in the branch B. In this event
either the vertex v = w is a leaf and it has type 2 (in the tree T (ΩΦ)) or Ωw is
obtained from Ωv by a second minimal relacement and w has type 2. Therefore, in
the equation Ωw all the bases are located in the non-active part. Observe that by
the construction of the tree T̂dec(UH ,ΩΦ) the non-active part of Ωw does not have
periodic structures. Hence it coincides with the parametric part. There are several
cases to consider. Considering these cases we identify G with its image G(w).

Case 1.1. All the pieces of the bases corresponding to the generators Z of G in
ΩΦ are eventually transferred to the parametric part of Ωw. In this case the group G
is freely indecomposable modulo H. Indeed, observe first that each homomorphism
φ from Φ maps all the items from the parametric part of Ωw to the subgroup F1

of F ∗ . This follows from the fact that φ(H) 6 F1 and the property that solutions
of generalized equations are reduced as written, so the image under φ of a piece of
a base corresponding to a generator, say h of H occurs in φ(h) as a subword, so it
again belongs to F1. This implies that φ(G) 6 F1 for every φ ∈ Φ - hence G = G1,
thus G is freely indecomposable.

Case 1.2. Not all pieces of the bases corresponding to the generators Z of G
in ΩΦ are eventually transferred to the parametric part of Ωw (some of them were
deleted as matched bases). In this case FR(Ωw) is a non-trivial free product of a
free group Fw generated by free variables of Ωw and the subgroup Hw generated
by the items in the parametric part of Ωw.

Case 1.2a. If G is not elliptic in the splitting FR(Ωw) = Fw ∗Hw then it has a
non-trivial induced decomposition and one can find it effectively by Theorem 3.17.
This finishes the proof of the theorem in this case.

Case 1.2b. If G is conjugated into Fw then by Theorem 3.14 one can effectively
verify this and find a conjugator. In this event one has an effective embedding of
G into a free group Fw, so G is free and using the standard techniques from free
groups it possible to find a basis of G, thus proving the theorem.

Case 1.2c. If G is conjugated into Hw (in this case G 6 Hw) then the coordinate
group of the generalized equation Ωw,H which is located on the parametric part of
Ωw is a proper quotient of the group FR(Ωw). In this case we have an effective
embedding of G into FR(Ωw,H) and induction finishes the proof.

Case 2. Suppose now that there is a vertex v as in the case 3) in the branch
B. The group FR(Ωv) admits a sufficient splitting D. Recall that the set of the
canonical automorphisms AD of the splitting D consists of canonical Dehn twists
related to some elementary Z-splittings or abelian splittings from D. Considering
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this case we again identify G with its image G(v). Let σ be a quadratic section or a
section corresponding to a periodic structure which occurs in Ωv. If σ is quadratic,
we add a non-active “duplicate” σ∗ of σ to the generalized equation Ωv. Namely, we
add a copy σ∗ of the section σ to the end of the equation Ωv, make σ∗ non-active,
and for each non-variable base b in σ identify the duplicate b∗ of b in σ∗ with b by
remembering a graphical equality b = b∗. If σ corresponds to a periodic structure,
we take as σ∗ a section defining the corresponding extension of a centralizer, σ∗ in
this case is an abelian section. Denote this equation Ωv,σ. For a minimal solution
with respect to AD it will be transformed into some Ωw,σ, and the equality b = b∗

will be transformed into some expression without cancellation of b∗ as a product
of bases of Ωw. Construct a new “bookkeeping” tree Tbook(UH , ΩΦ) the following
way. First we construct an auxiliary tree T0,book(UH ,ΩΦ). The initial vertex of this
tree is the same as the initial vertex of T̂dec(UH , ΩΦ). All the other vertices will be
terminal vertices. Let w be a terminal vertex of Tdec(UH ,ΩΦ). Let v be a vertex
that precedes w. To each such vertex v we assign some quadratic section σ for which
a minimal solution with respect to canonical automorphisms corresponding to this
section satisfies a proper equation or a section corresponding to a periodic structure
in Ωv. If σ is a quadratic section, let Ω′v be a generalized equation obtained from
Ωv by deleting σ from Ωv. Notice that the complexity of Ω′v is strictly less than the
complexity of Ωv. Let Ω′v,σ be obtained from Ωv,σ by deleting the quadratic section
σ. If σ is a section corresponding to a periodic structure, then we assign to the
terminal vertex of T0,book(UH ,ΩΦ) the generalized equation Ωw,σ. If σ is quadratic,
then we assign to the terminal vertex of T0,book(UH , ΩΦ) the generalized equation
Ω′v,σ. To obtain Tbook(UH ,ΩΦ) we first construct T0,book(UH , ΩΦ). If for a terminal
vertex of T0,book(UH ,ΩΦ) σ corresponds to a periodic structure, then we paste to
this vertex T0,book(UH , Ωw,σ). If a terminal vertex of T0,book(UH , ΩΦ) has quadratic
section σ, then we paste to this vertex T0,book(UH , Ω′v,σ). We iterate this process.
The tree Tbook(UH , ΩΦ) is finite because on each step of the construction we either
decrease the complexity of the generalized equation from the previous step or we
do not increase the complexity and the group generated by all the variables except
the ones on the sections σ∗ is a proper quotient of such group on the previous step.

If Φ is constructed using infinitely many Dehn twists related to an edge group
〈u〉 6 FR(Ωv), then u ∈ Gv. Moreover, because of our choice of the set of homo-
morphisms Φ, the element u has to belong to one of the free factors πB(Gi) of Gv,
which are homomorphic images of the initial free factors of G. Indeed, suppose
that the cyclic syllable length of u in Gv is more than 1, then, applying sufficiently
many Dehn twists related to u, one can obtain an element of arbitrary large syllable
length. In this event, applying automorphisms from AD, we can obtain a set of
solutions with arbitrary syllable length in F , which contradicts to the choice of Φ.

Let σ be a quadratic section for FR(Ωv) and let Q be the corresponding QH
subgroup of FR(Ωv). Denote by Ω′v the generalized equation obtained from Ωv by
removing σ. Then the complexity of Ω′v is strictly less than the complexity of Ωv.
By induction we can decide if FR(Ω′v) can be represented as in b). Represent FR(Ωv)

as a fundamental group of a graph of groups with one vertex group Q and the
others subgroups of FR(Ω′v). Denote this decomposition by D1. By Theorem 3.17
we can find effectively the induced decomposition D1(G) of G.

The following cases occur.
Case 2.1. G is conjugated into FR(Ω′v). In this case we apply induction.
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Case 2.2. G is conjugated into Q, then G is free.
Case 2.3. G is not conjugated into FR(Ω′v) and all the conjugates of Qq have

the intersection Qq ∩G of infinite index in Qq. Then by the corollary from Lemma
3.14, G is freely decomposable modulo H, and the decomposition D1(G) which can
be found effectively by Theorem 3.17, is a free decomposition.

Case 2.4. Some conjugate of Qq has the intersection Qq ∩ G of finite index in
Qq. Without loss of generality we can suppose QG = Q ∩ G is of finite index in
Q. As a group of a surface with boundaries, QG is freely indecomposable modulo
the edge groups. Let D2(G) be a free decomposition of G modulo H. Either QG

is a QH subgroup of one of the factors in the decomposition D2(G) , or one of the
edge groups in QG is hyperbolic in D2(G). In the second case all other edge groups
can be all together included into a basis of the free group QG, they generate a free
factor in the decomposition of QG. The other factor in the free decomposition of
QG is a free factor in a free decomposition of G. In this case a minimal solution of
UH = 1 with respect to canonical automorphisms of QG does not satisfy a proper
equation and we can pass to this minimal solution.

Obviously, all abelian subgroups of G are elliptic in any free decomposition of
G.

To finish case 3) apply induction to the generalized equation in the terminal
vertex of T0,book(UH , ΩΦ). Going along some branch of the tree Tbook(UH ,ΩΦ)
we either obtain a free decomposition of G as one of the induced decompositions
considered in the process or arrive to a generalized equation, in which the set of
closed active and parametric sections is partitioned into disjoint subsets of inde-
pendent sections described above. Adjoining the sections from σ∗, we suppose that
they all have syllable length one, so if the expressions for constant bases from σ∗

include variables from several independent close sections on the next level of the
tree Tbook(UH , ΩΦ), we join these sections into the same component. Going from
the leaf vertices of this tree to the initial vertex, we obtain the generalized equation
Ω with the properties a)–c). If in a)–c) we have k = 1 for all the branches of
Tbook(UH ,ΩΦ), then G is freely indecomposable modulo H. ¤

Corollary 10.2. There is an algorithm which for every finitely generated fully
residually free group G finds its Grushko decomposition.

Corollary 10.3. There is an algorithm which for every finitely generated fully
residually free group G and its finitely generated subgroup H finds a free decompo-
sition of G modulo H

G ' G1 ∗ · · · ∗Gn

such that H 6 G1 and G1 is freely indecomposable modulo H, Gi is freely indecom-
posable non-trivial group for every i = 2, . . . , n.

Corollary 10.4. There is an algorithm which for every finitely generated fully
residually free group G and a family of finitely generated subgroups H1, . . . , Hm finds
a reduced compatible free decomposition of G modulo {H1, . . . ,Hm}

G ' G1 ∗ · · · ∗Gn

such that H1 6 G1. This decomposition of G may be trivial.

Proof. Notice that since conjugates of different factors in a free decompo-
sition intersect trivially, a subgroup can be conjugated only into one factor in a
given decomposition. We try all possible combinations for subgroups that can be
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conjugated into the same factor as H1. Suppose they are H1, . . . , Hs. Let Hi be
generated by hi1, . . . , hiji

. We represent hik = g−1
i h̄ikgi for k = 2, . . . , ji and put

all the elements h1k, k = 1, . . . , i′1, h̄ik, i = 1, . . . s, k = 1, . . . , ji into the parametric
part of the initial generalized equations. We include the case when some of gi’s are
trivial. As in the proof of the theorem, we can find a free decomposition of G such
that all H1, . . . ,Hs are conjugated into the same factor, and H1 belongs to this
factor. If the obtained decomposition is non-trivial, apply induction. ¤

Theorem 10.5. There is an algorithm which for every finitely generated fully
residually free group G determines whether G is free or not, and if it is the algorithm
finds a free basis of G.

Proof. Let G be a finitely generating fully residually free group. By Corollary
10.2 one can effectively find a Grushko decomposition of G:

G = G1 ∗ · · · ∗Gm

so the factors Gi, which are given by finite sets of generators Gi = 〈Yi〉, are freely
indecomposable. By Theorem 3.21 one can find finite presentations of the groups
Gi. Since the word problem is decidable in every group Gi one can effectively verify
whether each one of the groups Gi is abelian or not. If one of the groups Gi is non-
abelian then G is not free. Otherwise, one has to check if all the abelian groups
Gi are cyclic or not. This can be done algorithmically since the finitely generated
abelian groups Gi are given by their finite presentations. If one of them is not cyclic
then G is not free, and if all of them are cyclic then G is a free product of infinite
cyclic groups, hence free. This proves the theorem. ¤

11. Homomorphisms of finitely generated groups into fully residually
free groups

11.1. Hom-diagrams. Let G and H be finitely generated groups. Recall
that by Hom(G,H) we denote the set of all homomorphisms from G into H. If G
contains H as a fixed distinguished subgroup then by HomH(G, H) we denote the
set of H-homomorphisms from G onto H (the set of retracts from G into H). In
this section for a free non-abelian group F we describe the set HomF (G, F ) as well
as Hom(G,F ) in terms of hom-diagrams.

Let T be a rooted directed tree with the set of vertices V = V (T ) and the set
of edges E = E(T ). Suppose that for every vertex v ∈ V there is a group Gv and a
group of automorphisms Av 6 Aut(Gv) associated with v, and with every directed
edge e = (u, v) ∈ E there is a homomorphism πu,v : Gu → Gv associated with e.
We call this structure a hom-diagram. Suppose a group G = Gv0 is assigned to the
root vertex v0 in T . Then every branch (directed path) B in T from v0 to a leaf
vertex vn

B : v0 → v1 → . . . → vn

determines a set of homomorphisms ΦB ⊆ Hom(G,Gv) as follows. Put

AB = Av0 × · · · ×Avn .

If σ = (σ0, . . . , σn) ∈ AB then

φB,σ = σ0πv0,v1σ2πv1,v2 . . . πvn−1,vnσn

is a homomorphism from Hom(G,Gvn). Set

ΦB = {φB,σ | σ ∈ AB}.
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Now assume that a group H is given and for every leaf vertex v in T the group Gv

associated with v is a free product Gv = Hv,1 ∗ . . . Hv,s ∗Fv of (non-free) subgroups
Hv,i of H and a free group Fv = Fv(Xv) with basis Xv. We denote such diagrams
by C = C(T, G,H) and refer to them as to Hom(G,H)-diagrams. If v is a leaf
vertex of T then embeddings λi : Hv,i → H together with a map ξ : Xv → H give
rise to the canonical homomorphism

ψλ,ξ : Gv → H.

It follows that the branch B, and a triple σ, λ = {λ1, . . . , λs}, ξ determine a
homomorphism φB,σ,λ,ξ = φB,σψλ,ξ which is composition of φB,σ and ψλ,ξ:

φB,σ,λ,ξ : G → H.

The set ΦC,B of all such homomorphisms is called the fundamental sequence of the
hom-diagram C determined by the branch B. Union of all fundamental sequences
of the hom-diagram C is denoted by

CHom(G,H) =
⋃
{ΦC,B | B is a branch of T},

we refer to it as to the set of all homomorphisms from Hom(G,H) determined by
C. If CHom(G,H) = Hom(G,H) then we say that the hom-diagram C(T, G,H) is
complete.

We say that a hom-diagram C is canonical if the following conditions are satis-
fied:

1) all groups Gv associated with vertices in T are fully residually H, except,
perhaps, for the group G associated with the root vertex v0;

2) all homomorphisms πe associated with edges of T are surjective and proper
(i.e., with a non-trivial kernel);

3) the groups of automorphisms Av are canonical with respect to some JSJ
decomposition of free quotients in a Grushko decomposition of Gv (see
Section 2).

In the case where H is a fixed subgroup of G one can consider only the set
of retracts HomH(G,H). In this event we assume that in the corresponding hom-
diagram C all homomorphisms assigned to edges in T are H-homomorphisms, the
vertex groups Gv associated with leaves v in T are isomorphic to H∗Hv,1∗. . .∗Hv,s∗
Fv, where Hvi are (non-free) subgroups of H, and the mappings λi : H ∗Hvi → H
are identical on H and embeddings on Hv. In this case we say that C is H-complete
or HomH(G,H)-complete if HomH(G,H) = CHomH(G,H).

We say that a hom-diagram can be found effectively if all groups Gv are given
by some finite presentations, for all groups Av particular finite generated sets are
given, all homomorphisms πe and the automorphisms generating Av are given by
their images on the corresponding finite generating sets.

11.2. Description of homomorphisms from a finitely generated fully
residually free groups into a free non-abelian group. Let G be a finitely
generated fully residually free group. In this section we describe effectively the sets
Hom(G,F ) and HomF (G,F ) in terms of hom-diagrams.

Theorem 11.1. Let G be a group from F and F a free group. Then:
(1) there exists a complete canonical Hom(G,F )-diagram C.
(2) if F is a fixed subgroup of G then there exists an F -complete canonical

HomF (G,F )-diagram C.



EFFECTIVE JSJ DECOMPOSITIONS 193

Moreover, the Hom-diagrams from (1) and (2) can be found effectively.

Proof. Since G is fully residually free, it can we represented as G = FR(U)

for the irreducible system U = 1 over F . We construct an embedding tree Temb(G)
by induction. Observe from the beginning that Temb(G) is a rooted tree oriented
from the root v0. We associate the group G with v0. Let Ūi, i = 1, . . . , t be the
systems corresponding to U = 1 from Theorem 9.3. We add new vertices v11, . . . , v1t

and connect v0 with each v1i by an edge e1i. We associate the group FR(Ūi) ∗
F (t1, . . . , tki

) with the vertex v1i, and the canonical epimorphism

π1i : FR(U) → FR(Ūi) ∗ F (t1, . . . , tki
)

with the edge e1i, i = 1, . . . , t. By Corollary 10.2 one can find a Grushko’s decompo-
sition of FR(Ūi) effectively. Notice, that freely indecomposable non-abelian factors
in the Grushko’s decomposition of FR(Ūi) again satisfy Theorem 9.3. This allows
one to continue the construction of a tree by induction. The resulting rooted tree
is denoted by Temb(G), we refer to it as to the embedding tree. By construction,
every vertex in Temb(G) has only finitely many outgoing edges. We claim that this
tree is finite. Indeed, since the group F is equationally Noetherian it follows that
there are no infinite sequences of proper surjective homomorphisms of irreducible
coordinate groups. Now the claim follows from Koenig’s lemma.

By construction G is embedded into the NTQ group corresponding to each
branch of Temb(G). The solution tree T = Tsol(U) which in an underlying tree of
the Hom-diagram for Hom(G,F ) or HomF (G,F ) can be obtained from Temb(G)
by adding edges connecting v0 to the initial vertices of Temb(FR(U∧Vi)) for each
equation Vi = 1 from Theorem 9.3 and adding similar edges on each level of the
construction. The groups of automorphisms Av assigned to vertices of Tsol(U) are
canonical groups of automorphisms corresponding to JSJ decompositions of these
groups. By Theorem 9.3 the Hom-diagram corresponding to Tsol(U) is complete
and canonical. It can be found effectively by Theorem 13.1. ¤

11.3. Hom-diagrams of finitely generated groups. In 1987 Razborov
proved the following remarkable result [62]: for every finitely generated group G
and a free non-abelian group F one can effectively find a complete constructive
hom-diagram C = C(T, G, F ). In his diagram the associated groups were not, in
general, fully residually free (only residually free), the homomorphisms were not
necessary onto, and the groups of automorphisms were not canonical. In the paper
[36] the authors rewrote the Razborov’s elimination process which allowed them
to show that all the associated groups Gv are subgroups of the coordinate groups
of NTQ-systems, hence fully residually free. Still the diagram was far from being
canonical.

The following is a rephrasing of Theorem 5 from the preprint [39].

Theorem 11.2. Let G be a finitely generated group G and F a free group.
Then:

(1) there exists a complete canonical Hom(G,F )-diagram C.
(2) if F is a fixed subgroup of G then there exists an F -complete canonical

HomF (G,F )-diagram C.
Moreover, if the group G is finitely presented then the Hom-diagrams from (1) and
(2) can be found effectively.
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Proof. It follows directly from Theorem 9.3 and the construction of Tsol in
Subsection 11.2. ¤

11.4. Solutions of systems of equations in free groups and hom-
diagrams. In this section we describe effectively all solutions of a finite system
of equations in a free non-abelian group F .

Theorem 11.3. Let S(X) = 1 be a finite system of equations and

G = (F ∗ F [X])/ncl(S).

Then one can effectively construct an F -complete canonical Hom(G,F )-diagram C
such that all solutions of S(X) = 1 in F are exactly all F -homomorphisms in C.

12. Free Lyndon length functions on NTQ groups.

12.1. Lyndon length functions. In paper [48] Lyndon introduced an ab-
stract notion of a length function on a group, which gives an axiomatic approach
to Nielsen cancellation argument. In this section we briefly discuss length functions
on groups.

Let G be a group and A an ordered abelian group. Then a function l : G → A
is called a (Lyndon) length function on G if the following conditions hold:

(L1) ∀ x ∈ G : l(x) > 0 and l(1) = 0;
(L2) ∀ x ∈ G : l(x) = l(x−1);
(L3) ∀ x, y, z ∈ G : c(x, y) > c(x, z) → c(x, z) = c(y, z),

where c(x, y) = 1
2 (l(x) + l(y)− l(x−1y)).

In general c(x, y) /∈ A, but c(x, y) ∈ AQ, where AQ is a Q-completion of A, so in
the axiom (L3) we view A as a subgroup of AQ.

Below we list several extra axioms which describe some special classes of Lyndon
length functions. Sometimes we write x1◦· · ·◦xn instead of x1 . . . xn if l(x1 · · ·xn) =
l(x1) + · · ·+ l(xn).

(L4) ∀ x ∈ G : c(x, y) ∈ A.

A length function l : G → A is called free, if it satisfies

(L5) ∀ x ∈ G : x 6= 1 → l(x2) > l(x).

A group G has a Lyndon length function l : G → A, which satisfies axioms (L4)-
(L5) if and only if G acts freely on some A-tree. This is a remarkable result due to
Chiswell (see [15]).

A length function l : G → A is called regular if it satisfies the following regularity
axiom:

(L6) ∀x, y ∈ G,∃u, x1, y1 ∈ G :

x = u ◦ x1 & y = u ◦ y1 & l(u) = c(x, y).

The regularity condition is crucial for Nielsen’s cancellation method, which is the
base for generalized equations and elimination process from Sections 4 and 5 for
solving equations over F .
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12.2. Free regular Lyndon length functions on HNN-extensions. In
this section we will show how to extend a free regular length function given on a
group H ∈ F onto an HNN extension of H of a particular type in such a way that
the extended length function is again free and regular.

Let H be a group from F , Λ an ordered abelian group, and `H : H → Λ a free
regular length function on H.

Suppose that

(77) G = 〈H, x | x−1vx = u〉,

where elements u, v ∈ H satisfy the following conditions:

1) `H(u) = `H(v);
2) u, v are cyclically reduced, i.e., u2 = u ◦ u, v2 = v ◦ v, and not proper

powers;
3) the subgroups 〈u〉 and 〈v〉 are conjugately separated in H, i.e., 〈u〉h∩〈v〉 =

1 for every h ∈ H.

Define a function

`G : G → Λ0 = Λ⊕ Z
as follows. Suppose g ∈ G is given in its reduced form (as an element of the HNN
extension G)

g = g1x
α1g2 · · · gmxαmgm+1.

For n ∈ N define

`1(g, n) = `H(g1(vnun)ε(α1)g2 · · · gm(vnun)ε(αm)gm+1)−m`H(vnun),

where ε(αk) =
{

1, if αk > 0,
−1, if αk < 0

It has been shown in [56, 53] that for every g ∈ G there exists a positive integer
n0 = n0(g) such that ∀n > n0 `1(g, n) = `1(g, n0). Put `1(g) = `1(g, n0(g)) and
define

`G(g) =

(
`1(g),

m∑

i=1

|αi|
)

.

Then the function `G : G → Λ⊕ Z is well-defined.
The following result follows from [56] and [53], a more detailed version is

contained in [43].

Theorem 12.1. Let H be a group from F with a free regular length function
`H : H → Λ and

G = 〈H, x | x−1vx = u〉
an HNN extension of H of the type (77). Then the function

`G : G → Λ⊕ Z,

constructed above, is a free regular length function on G.
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12.3. Coordinate groups of regular quadratic equations. Let G be a
finitely generated freely indecomposable fully residually free group. Let U = 1 be
an irreducible system over F , such that G = FR(U). Let Q be a MQH subgroup of
G. Consider a relation

(78)
n∏

i=1

[xi, yi]
k∏

j=1

c
zj

j d−1 = 1

or

(79)
n∏

r=1

x2
r

k∏

l=1

czl

l d−1 = 1

corresponding to Q. We define the basic sequence

Γ = (γ1, γ2, . . . , γK(m,n))

of canonical automorphisms of the group G corresponding to the vertex group Q the
same way as we did for the corresponding quadratic equation. A family of solutions
Ψ = {φβ | φ ∈ ΓP } for U = 1, where β is an arbitrary solution of U = 1 in general
position for Q and ΓP is a positive unbounded family of canonical automorphisms
of H is called positive unbounded with respect to Q.

Take a solution β : G → F in general position with respect to Q. Denote by
Sβ = 1 an equation

(80)
n∏

i=1

[xi, yi]
k∏

j=1

c
βzj

j d−β = 1

corresponding to the subgroup Q. Take a positive unbounded family of solutions
for the equation Sβ = 1 and consider a generalized equation Ω = ΩSβ

for this family
of solutions.

Lemma 12.2. The group FR(Ω) is a free product of a group isomorphic to FR(Sβ)

and a free group.

Proof. By the implicit function theorem ([45], Theorem A) there is a sur-
jective FR(Sβ)-homomorphism θ : FR(Ω) → FR(Sβ). We can represent FR(Ω) =
FR(S) ∗F1 for some quadratic equation S = 1 and free group F1, therefore FR(Sβ) is
isomorphic to a subgroup of finite index of FR(S), and the retract is an isomorphism
between FR(S) and FR(Sβ). Hence FR(Ω) in the variables of Ω is a free product of
a group isomorphic FR(Sβ) and a free group with some generators hi1 , . . . , hip . ¤

Assign to the free generators values corresponding to a minimal solution of Ω.
Denote by Ω′ the new generalized equation. Then the coordinate group of FR(Ω′)
is isomorphic to FR(Sβ).

Lemma 12.3. For any positive number N there is a solution of Ω′ such that one
pair of variable bases in longer than N times the maximal length of other variable
bases.

Proof. Fix some solution of Ω′. We can make one of the pairs of variable
bases of Ω′ much longer than all the others by pre-composing this solution with a
power of a suitable automorphism of FR(Ω′). ¤

Now we apply the entire transformation and bring Ω′ into the overlapping form
Ω′′ (see Definition 6.16).
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Lemma 12.4. Generalized equation Ω′′ does not have open boundaries.

Proof. If Ω′′ had an open boundary, the coordinate group would split as a
free product modulo F . This is not the case. ¤

Equation Ω′′ consists of one closed section and this section is partitioned
as µλ1 · · ·λn = ∆(λi1) · · ·∆(λis

)∆(µ) where some of the bases are quadratic-
coefficient bases. Since Ω′′ does not have open boundaries, the group FR(Ω′′) ≈
FR(Sβ) can be generated by F and the bases of Ω and has relations:

µλ1 · · ·λn = ∆(λi1) · · ·∆(λis
)∆(µ), µ = ∆(µ), λi = ∆(λi)

for each λi. It is, therefore, generated by F and the set of representatives of dual
bases and has in these generators just one defining relation

µλ1 · · ·λn = λi1 · · ·λisµ.

Denote by F [λ] a free group generated by F and all the bases λi. We proved the
following

Lemma 12.5. The group FR(Sβ) is an HNN extension of F [λ] with stable letter
µ and relation

µλ1 · · ·λnµ−1 = λi1 · · ·λis .

12.4. Free regular Lyndon length functions on coordinate groups of
regular quadratic equations. In this section we will construct a free regular
Lyndon length function `β from FR(Sβ) into Z2 corresponding to Ω′′. Here Z2 is
ordered lexicographically from the right.

In the case of the group FR(Sβ) the function `1 from Section 12.2 is just the
ordinary length of a reduced word in the free group F [λ]. In particular for each
variable base λi we have `β(λi) = `1(λi) = (1, 0). The base µ is infinitely longer
than λi, namely `β(µ) = (0, 1). Futhermore, `β(λi1 · · ·λis) = `β(λ1 · · ·λn) and
c(µ, (λi1 · · ·λis)

k) = k`β(λi1 · · ·λis), c(µ−1, (λ1 · · ·λn)−k) = k`β(λ1 · · ·λn) for any
positive number k.

In particular, we just proved the following result.

Theorem 12.6. If G is the coordinate group of a quadratic equation, then
there exists a free regular Lyndon length function ` : G → Z2, where Z2 is ordered
lexicographically.

Two elements x and y in a group G with the length function ` are said to be
commensurable if there exist natural numbers m and n such that m`(x) > `(y) and
n`(y) > `(x).

Notice, that for all possible solutions β in general position with respect to Q and
coordinate groups FR(Sβ) there is a finite number of possible generalized equations
in the overlapping form up to the values of constant bases.

Let now Q = {Q1, . . . , Qk} be a family of all the MQH vertex groups in the JSJ
decomposition of G (modulo subgroups K1, . . . , Ks). For each solution β : G → F
we can construct a group FR(Sβ) which is the coordinate group of a quadratic
system corresponding to Q over F . Denote this system Q′. Starting with a positive
unbounded family of solutions corresponding to Q′ we can similarly construct a
length function `β : FR(Sβ) → Z2.

Let A = {A1, . . . , Al} be a family of all the abelian vertex groups in the JSJ
decomposition of G (modulo subgroups K1, . . . ,Ks). For each group FR(Sβ) where
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the images of the edge groups adjacent to subgroups from A are non-trivial, we
can assign a group FR(Pβ) which is obtained by an extension of centralizers of these
images by the groups from A. Denote this family in FR(Pβ) by A′. If m is the
maximum of ranks of the groups from A′, then one can construct a free regular
Lyndon’s length function Lβ : FR(Pβ) → Zm.

12.5. Free regular Lyndon length functions on NTQ groups. In this
section we construct regular free length functions with values in Zn on a coordinate
group of an NTQ system.

Theorem 12.7. If G is the coordinate group of an NTQ system, then there
exists a free regular Lyndon length function ` : G → Zt, where Zt is ordered lexico-
graphically.

Proof. Consider a NTQ system S :

S1(X1, . . . , Xn) = 1,

...

Sn(Xn) = 1.

Construct a solution X = X1∪· · ·∪Xn inductively. If Sn = 1 is a regular quadratic
equation, we denote Θn = φβ, where β is some solution in a general position and
φ belongs to a positive unbounded family of automorphisms for FR(Sn). If Sn = 1
is a system of the type Ucom (see Definition 39 in [40]), and Ucom : {[yp, ys] =
1, [yp, u] = 1, p, s = 1, . . . , r}, we take a solution y1 = uN , . . . , yr = uNr

and
also denote it by θn. Now, if Si = 1 is a regular quadratic equation, we denote
Θi = φΘi+1, where φ belongs to a positive unbounded family of automorphisms. If
Si = 1 is a system of the type Ucom : {[yp, ys] = 1, [yp, u

θi+1 ] = 1, p, s = 1, . . . , r}, we
take a solution y1 = uNθi+1 , . . . , yr = uNrθi+1 and also denote it by θi. Finally, θ1

is a solution for X. A family of solutions Θ = Θ1 is called positive unbounded family
of solutions for the NTQ system. One can construct a generalized equation for a
positive unbounded family of solutions on FR(S) and then by induction construct a
regular length function ` : FR(S) → Zt. ¤

Every positive unbounded family of solutions Θ is a generic family of solutions
for S. We recall the definition of a generic family of solutions of a NTQ system.

Definition 12.8. A family of solutions Θ of a regular quadratic equation
S(X) = 1 over a group G is called generic if for any equation V (X,Y, A) = 1
with coefficients in G the following is true: if for any solution θ ∈ Θ there exists
a solution of V (Xθ, Y, A) = 1 in G, then V = 1 admits a complete S-lift. If the
equation S(X) = 1 is empty (GR(S) = G∗F (X)) we always take as a generic family
a sequence of growing different Merzlyakov’s words (defined in [40], Section 4.4).

Let W (X,A) = 1 be a NTQ system that consists of equations S1(X1, . . . , Xn) =
1, . . . , Sn(Xn) = 1. A family of solutions Ψ of W (X,A) = 1 is called generic if
Ψ = Ψ1 . . . Ψn, where Ψi is a generic family of solutions of Si = 1 over Gi+1 if
Si = 1 is a regular quadratic system, and Ψi is a discriminating family for Si = 1
if it is a system of the type Ucom.
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13. Effective construction of JSJ decompositions of groups from F .

In this section we prove the following result.

Theorem 13.1. There exists an algorithm to obtain a cyclic [abelian] JSJ
decomposition for a f.g. fully residually free group G modulo a given finite family
of finitely generated subgroups. The algorithm constructs a presentation of G as a
fundamental group of a JSJ decomposition.

13.1. Construction of TJSJ . In this subsection we will extend the tree T (Ω)
to a tree Text(Ω) which will serve as an auxiliary tree for the construction of the
tree TJSJ . This tree will be used to construct a JSJ decomposition of the group G.

We are looking for a JSJ decomposition modulo subgroups F 6 K1, . . . ,Ks

of G. Let Ki be generated by hi1, . . . , hiji . We represent hik = g−1
i h̄ikgi for k =

2, . . . , ji and put all the elements h1k, k = 1, . . . , i′1, h̄ik, i = 1, . . . s, k = 1, . . . , ji

into the parametric parts of the initial generalized equations. We include the case
when some of gi’s are trivial.

We do not consider in the construction of Text(Ω) vertices of type 1 as final
vertices. In other words, at each vertex v of type 1 we glue a tree T (Ωv) and iterate
this process. We introduce also a new case 12.1, which can have place together
with case 12 and produces an auxiliary edge.

Case 12.1 Announce all the quadratic closed sections to be non-active sections.
The corresponding edge is auxiliary.

Proposition 13.2. Let Q = {Q1, . . . , Qs} and A = {A1, . . . , Al} be respec-
tively all MQH subgroups and all abelian vertex groups in an abelian JSJ decom-
position of a freely indecomposable fully residually free group G (modulo subgroups
K1, . . . ,Ks). There exists a generalized equation Ω for G such that a discriminating
family of F-solutions of U = 1 onto different groups FR(Pβ) that take subgroups from
Q and A onto their images in Q′ and A′ factors through Ω. Moreover, one can
effectively construct a finite subtree TJSJ(Ω) of Text(Ω) with the property that such
a family of solutions factors through Ωv for a leaf vertex v (of type 2) of TJSJ(Ω).

Proof. When we consider a solution H̄ of the generalized equation Ω, it is a
solution in some group FR(Pβ) which has a regular free length function Lβ . Since
we consider here an arbitrary solution from the family, we denote by ` the length
function Lβ which corresponds to the given solution. All these length functions are
similar.

If we have an infinite path in T (Ω)

v1 → v2 → · · · → vr → . . . ,

then by Lemma 5.5 we have three possibilities: 1) a linear case, 2) a quadratic case,
3) case 15.

1) In this case G must be conjugated into the coordinate group of the kernel
of FR(Ωvn ), and we can work with the kernel of Ωvn instead of it.

2) In this case there is an auxiliary edge. Transformation of Case 12.1 and 15.1
decreases the complexity τ ′.

3) Since there is only a finite family of generalized equations for U = 1, there
exists at least one of them such that a discriminating family of solutions onto groups
FR(Pβ) that are retracts on F and map Q, A onto Q′, A′ factors through Ω. Denote
this family by Ψ. Let Qinf be a family of QH vertex groups Q of FR(Ω) such that
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Qg ∩ H has infinite index in Qg for any g ∈ FR(Ω). We take for each solution in
Ψ an equivalent solution minimal with respect to groups of automorphisms of Qinf

among solutions that extend to a solution of Ω.
Denote by Qfin the set of QH vertex groups Q of FR(Ω) such that for some

g ∈ FR(Ω), the intersection Qg ∩G has a finite index in Qg. Let a quadratic section
[j1, j2] of Ω̃ (see transformation D3) correspond to a QH subgroup conjugated into
one of the subgroups in Qfin.

Let H̄ be a solution of Ω. Denote by d1(H̄) the length of H̄[j1, j2] and by d2(H̄)
the sum of the lengths of the quadratic-coefficient bases on [j1, j2]. If d2(H̄) > (r, 1)
for some r ∈ Z, then there exists a solution H̄+ of Ω equivalent to H̄ with respect
to the group of automorphisms of Q ∩H such that

(81) d1(H̄) 6 f1(Ω)d2(H̄),

where f1(Ω) is a function from Lemma 32. If d2(H̄) = (r, 0) for some r ∈ Z,
then there exists a solution H̄+ of Ω equivalent to H̄ with respect to the group of
automorphisms of Q ∩H such that

(82) d1(H̄) 6 f1(Ω)(0, 1),

where f1(Ω) is a function similar to the one from Lemma 32, maybe slightly in-
creased.

For quadratic sections corresponding to Qfin we replace H̄ by H̄+. Denote the
new family of solutions of U = 1 by Ψmin. We will show that every path in T (Ω)
for a family Ψmin after finite number of steps either does not have active bases or
comes to a vertex v such that Ωv begins with an overlapping pair of bases, and,
therefore, has an outgoing auxiliary edge.

Lemma 13.3. Suppose for the subinterval [1, δ] of the interval I of a generalized
equation Ω and a solution H̄ of Ω we have d1(H̄[1, δ]) 6 f1(Ω)d2(H̄[1, δ]). Let
Ω = Ωv1 and there is a path

(83) r = v1 → v2 → . . . → vm,

where tp(vi) = 15 (1 6 i 6 m) in the tree T (Ω), the leading base of Ωvi (1 6 i 6 m)
does not overlap with its double, and the initial boundary of Ωvm is to the left of
the boundary δ of Ω. Then this path cannot contain a prohibited subpath.

Proof. The proof repeats the proof of Proposition 7.5 for a generalized equa-
tion in a group with non-archimedian length function. We consider a subpath (43)
corresponding to the fragment

(84) (Ωv1 , H̄
(1)) → (Ωv2 , H̄

(2)) → . . . → (Ωvm , H̄(m)) → . . .

of the sequence (45). Here v1, v2, . . . , vm−1 are vertices of the tree T0(Ω), and for
all vertices vi the edge vi → vi+1 is principal.

Let µi denote the carrier base of Ωvi , and ω = {µ1, . . . , µm−1}, and ω̃ denote
the set of such bases which are transfer bases for at least one equation in (84). By
ω1 denote the set of such bases µ for which either µ or ∆(µ) belongs to ω ∪ ω̃; by
ω2 denote the set of all the other bases. Let

α(ω) = min(min
µ∈ω2

α(µ), δ).
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Let Xµ
.= H[α(µ), β(µ)]. If (Ω, H̄) is a member of sequence (84), then denote

(85) dω(H̄) =
α(ω)−1∑

i=1

`(Hi),

(86) ψω(H̄) =
∑

µ∈ω1

`(Xµ)− 2dω(H̄).

Every item hi of the section [1, α(ω)] belongs to at least two bases, and both
bases are in ω1, hence ψω(H̄) > 0.

Consider the quadratic part of Ω̃v1 which is situated to the left of α(ω). The
solution H̄(1) is minimal with respect to the canonical group of automorphisms
corresponding to this vertex. We have

(87) d1(H̄(1)) 6 f1(Ωv1)d2(H̄(1)).

Using this inequality we estimate the length of the interval participating in the
process dω(H̄(1)) from above by a product of ψω and some function depending on
f1. This will be inequality (92). Then we will show that for a prohibited subpath
the length of the participating interval must be reduced by more than this figure
(equalities (98), (99)). This will imply that there is no prohibited subpath in the
path (84).

Denote by γi(ω) the number of bases µ ∈ ω1 containing hi. Then

(88)
∑

µ∈ω1

`(X(1)
µ ) =

ρ∑

i=1

`(H(1)
i )γi(ω),

where ρ = ρ(Ωv1). Let

I = {i | 1 6 i 6 α(ω)− 1&γi = 2}
and

J = {i | 1 6 i 6 α(ω)− 1&γi > 2}.
By (85)

(89) dω(H̄(1)) =
∑

i∈I

`(H(1)
i ) +

∑

i∈J

`(H(1)
i ) = d1(H̄(1)) +

∑

i∈J

`(H(1)
i ).

Let (λ, ∆(λ)) be a pair of quadratic-coefficient bases of the equation Ω̃v1 , where λ
belongs to the nonquadratic part. This pair can appear only from the bases µ ∈ ω1.
There are two types of quadratic-coefficient bases.

Type 1. λ is situated to the left of the boundary α(ω). Then λ is formed
by items {hi | i ∈ J} and hence `(Xλ) 6

∑
i∈J `(H(1)

i ). Thus the sum of the
lengths `(Xλ) + `(X∆(λ)) for quadratic-coefficient bases of this type is not more
than 2n

∑
i∈J `(H(1)

i ).
Type 2. λ is situated to the right of the boundary α(ω). The sum of length of the

quadratic-coefficient bases of the second type is not more than 2
∑ρ

i=α(ω) `(H(1)
i )γi(ω).

We have

(90) d2(H̄(1)) 6 2n
∑

i∈J

`(H(1)
i ) + 2

ρ∑

i=α(ω)

`(H(1)
i )γi(ω).
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Now (86) and (88) imply

(91) ψω(H̄(1)
i ) >

∑

i∈J

`(H(1)
i ) +

ρ∑

i=α(ω)

`(H(1)
i )γi(ω).

Inequalities (87), (89), (90), (91) imply

(92) dω(H̄(1)) 6 max{ψω(H̄(1))(2nf1(Ωv1) + 1), f1(Ωv1)}.
From the definition of Case 15 it follows that all the words H(i)[1, ρi + 1] are

the ends of the word H(1)[1, ρ1 + 1], that is

(93) H(1)[1, ρ1 + 1] .= UiH
(i)[1, ρi + 1].

On the other hand bases µ ∈ ω2 participate in these transformations neither as
carrier bases nor as transfer bases; hence H(1)[α(ω), ρ1 + 1] is the end of the word
H(i)[1, ρi + 1], that is

(94) H(i)[1, ρi + 1] .= ViH
(1)[α(ω), ρ1 + 1].

So we have
(95)
dω(H̄(i))− dω(H̄(i+1)) = `(Vi)− `(Vi+1) = `(Ui+1)− `(Ui) = `(X(i)

µi
)− `(X(i+1)

µi
).

In particular (49),(95) imply that ψω(H̄(1)) = ψω(H̄(2)) = · · · = ψω(H̄(m)) = ψω.
Denote the number (95) by δi.

Let the path (43) be µ-reducing, that is either µ1 = µ and v2 does not have
auxiliary edges and µ occurs in the sequence µ1, . . . , µm−1 at least twice, or v2 does
have auxiliary edges v2 → w1, . . . , v2 → wk and the base µ occurs in the sequence
µ1, . . . , µm−1 at least max16i6k s(Ωwi) times. Estimate `(Um) =

∑m−1
i=1 δi from

below. First notice that if µi1 = µi2 = µ(i1 < i2) and µi 6= µ for i1 < i < i2, then

(96)
i2−1∑

i=i1

δi > `(Hi1+1[1, α(∆(µi1+1))]).

Indeed, if i2 = i1 + 1, then δi1 = `(H(i1)[1, α(∆(µ))] = `(H(i1+1)[1, α(∆(µ))]. If
i2 > i1 + 1, then µi1+1 6= µ and µ is a transfer base in the equation Ωvi1+1 . Hence
δi1+1 + `(H(i1+2)[1, α(µ)]) = `(H(i1+1)[1, α(µi1+1)]). Now (96) follows from

i2−1∑

i=i1+2

δi > `(H(i1+2)[1, α(µ)]).

So if v2 does not have outgoing auxiliary edges, that is the bases µ2 and ∆(µ2) do
not intersect in the equation Ωv2 ; then (96) implies that

m−1∑

i=1

δi > `(H(2)[1, α(∆µ2)]) > `(X(2)
µ2

) > `(X(2)
µ ) = `(X(1)

µ )− δ1,

which implies that

(97)
m−1∑

i=1

δi > 1
2
`(X(1)

µ ).

Suppose now that the path (43) is prohibited; hence it can be represented in
the form (44). From definition (86) we have

∑
µ∈ω1

`(X(m)
µ ) > ψω; so at least for
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one base µ ∈ ω1 the inequality `(X(m)
µ ) > 1

2nψω holds. Because X
(m)
µ

.= (X(m)
∆(µ))

±1,

we can suppose that µ ∈ ω∪ω̃. Let m1 be the length of the path r1s1 . . . rlsl in (44).
If µ ∈ ω̃ then by the third part of the definition of a prohibited path there exists
m1 6 i 6 m such that µ is a transfer base of Ωvi . Hence, `(X(m1)

µi ) > `(X(i)
µi ) >

`(X(i)
µ ) > `(X(m)

µ ) > 1
2nψω. If µ ∈ ω, then take µ instead of µi. We proved the

existence of a base µ ∈ ω such that

(98) `(X(m1)
µ ) > 1

2n
ψω.

By the definition of a prohibited path, the inequality `(X(i)
µ ) > `(X(m1)

µ ) (1 6 i 6
m1), (97), and (98) we obtain

(99)
m1−1∑

i=1

δi > max{ 1
20n

ψω, 1}(40n2f1 + 20n + 1).

By (95) the sum in the left part of the inequality (99) equals dω(H̄(1)) −
dω(H̄(m1)); hence

dω(H̄(1)) > max
{

1
20n

ψω, 1
}

(40n2f1 + 20n + 1),

which contradicts to (92).
This contradiction was obtained from the supposition that there are prohibited

paths (84) in the path (45). Hence (45) does not contain prohibited paths.
By Lemma 13.3 in the case of inequality (81) we cannot have a prohibited

subpath.
Suppose we have inequality (82) and the total length of the section [1, α(ω)] is

greater than (s, 1) for some s ∈ Z. The only infinite path we can have is path (83).
Instead of inequality (55) we now have

(100) dω(H̄(1)) 6 (0, 1)2n(f1(Ωv1) + 1).

For a µ-reducing path we still have inequality (60), and, automatically (64). In the
absence of overlapping pair bases there exists a base µ ∈ ω such that

(101) `(X(m1)
µ ) > (r, 1)

for some r ∈ Z. By the definition of the prohibited subpath, we obtain

(102) dω(H̄(1))− dω(H̄(m1)) =
m1−1∑

i=1

δi > (1/10)(r, 1)(40n2f1 + 20n + 1)

which contradicts to (100). The Lemma is proved. ¤

The proposition is proved. ¤

13.2. Periodic structures and overlapping pair sections. Leaf vertices
of TJSJ have type 2. We now replace each length function Lβ : FR(Pβ) → Zm by
the function `β : FR(Sβ) → Z2 by specializing elements from A. Namely, for each
abelian group Ai instead of a homomorphism onto A′i we take a positive unbounded
family of homomorphisms onto F . Therefore, solutions of generalized equations at
final vertices of TJSJ will be now considered as solutions in FR(Sβ). Like in the
previous subsection, if H is a solution of a generalized equation in FR(Sβ), then by
`(Hi) we denote `β(Hi).
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Definition 13.4. A triple of elements (A, T, A′) of FR(Sβ) forms an overlapping
pair section for Sβ = 1 if a quadratic generalized equation corresponding to a
quadratic equation Sβ = 1 forms a closed section A ◦ T = T ◦ A′, two occurrences
of T in this equation overlap, and A is not a proper power.

A generalized equation Ω at a vertex of type 2 can be written as a union of
closed sections each having a principal overlapping pair of bases.

Lemma 13.5. If (B, T, B′) is an overlapping pair section for a (regular) qua-
dratic equation Sβ = 1, then

(1) for any U, V ∈ FR(Sβ) such that T = U ◦ V , either V infinitely smaller
(¿) than T or U ¿ T ,

(2) In the case U ¿ T , U = Bn.

Definition 13.6. A solution H of a generalized equation Ω is called periodic
with respect to a period P , where P is not a proper power, if for every non-parametric
closed section [i, j] containing at least one base the word H[i, j] can be represented
in one of the following forms:

1)
H[i, j] = ArA1

(r > 2, A = A1A2, A is a primitive element.)
2) H[i, j] = ArTA1 = TA′rA1, where (A, T,A′) forms an overlapping pair

section for some Sβ = 1, with T infinitely larger than A and c(T,An) =
`(An), r ∈ Z, and A′ = A1 ◦A2.

In addition, it is possible to define a function `1 in the definition of `β such a way
that `β(A) 6 `β(P ) and for at least one such closed section [i, j] the element A
must be a cyclic shift of the element P±1.

In our new situation Lemmas 6.10–6.14 still hold. Instead of Lemma 6.15 we
have the following

Lemma 13.7. Suppose that the generalized equation Ω is periodized with respect
to a non-singular periodic structure P. Then for any periodic solution H of Ω we
can choose a tree BT, some set of variables S = {hj1 , . . . , hjs} and a solution H+ of
Ω equivalent to H with respect to the group of canonical transformations Ā(Ω) such
a way that each of the bases λi ∈ BT r BT0 can be represented as λi = λi1hkiλi2,
where hki ∈ S and for any hj ∈ S, `(H+

j ) 6 f3`(P ), where f3 is some constructible
function depending on Ω. This representation gives a new generalized equation Ω′

periodic with respect to a periodic structure P ′ with the same period P and all hj ∈ S
considered as variables not from P ′. The graph BΓ′ for the periodic structure P ′
has the same set of vertices as BΓ, has empty set C(2) and either BT ′ = BT ′0 or
the difference between BT ′ and BT ′0 consists of one infinitely large edge.

Let c be a cycle from C(1) of minimal length, `(c) = nc`(P ). Using canonical
automorphisms from A(Ω) one can transform any solution H of Ω into a solution
H+ such that for any hj ∈ S, `(H+

j ) 6 f3`(c). Let P ′ be a periodic structure, in
which all hi ∈ S are considered as variables not from P ′, then BΓ′ has empty set
C(2) and either BT ′ = BT ′0 or the difference between BT ′ and BT ′0 consists of one
infinitely large edge.

The proof is the same as the proof of Lemma 6.15.
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Notice that if a solution H of a generalized equation is periodic with respect
to some period P , and (B, T, B′) forms an overlapping pair section for some Sβ =
1, with T infinitely larger than B, then either B is a cyclic shift of P or the
length function `1 in the definition of `β can be redefined such a way that `β(P ) 6
`β(B). Therefore this lemma can be applied to each closed section that contains an
infinitely long overlapping pair of bases. Notice also that for any periodic structure
P the statements of Lemmas 6.10–6.11 are true because all the other periodic
structures can be temporary considered as parameters.

13.3. Recognizing QH and abelian subgroups using TJSJ . Let v be a
leaf vertex of TJSJ such that a discriminating family of solutions of U = 1 onto
groups FR(Sβ) factors through Ωv. A closed section from Ωv either belongs to some
periodic structure or can be considered as an overlapping form for some quadratic
generalized equation Ωquadr with some extra bases situated on it. For each such
overlapping pair section

(103) ν1 · · · νs∆(µ) = µθ1 · · · θk

replace this section by two closed sections λ2∆(µ1) = µ1∆(λ2) and λ3∆(µ2) =
µ2∆(λ3). Put all the other bases from the left part of the overlapping pair section
(103) to λ2∆(µ1) = µ1∆(λ2) and all the other bases from the right part of the
overlapping pair section (103) to λ3∆(µ2) = µ2∆(λ3). Keep also the basic equations
νi = ∆(νi), where α(ν1) = α(λ2), β(νs) = β(λ2) and θi = ∆(θi), where α(θ1) =
α(λ3), β(θk) = β(λ3). Let Xµ1 and Xµ2 have minimal necessary lengths (defined by
Lemma 13.7) to accommodate all the extra bases for a minimal solution. Apply the
entire transformation to this new generalized equation. After a bounded number
of steps all the extra bases will be situated on the bases that where quadratic-
coefficient bases of generalized equations Ωquadr. Denote these new generalized
equations by Ω′quadr. Replace in the generalized equation Ωv the closed sections that
we have changed and which were denoted by Ωquadr by the generalized equations
Ω′quadr. Denote this generalized equation by Ω′v.

Proposition 13.8. There is an algorithm to find all MQH and abelian vertex
groups in a JSJ decomposition of G (modulo subgroups K1, . . . , Ks).

Proof. If FR(Ω′v) is a free product, then G is conjugated into a factor in this
free decomposition. We can consider all possible periodic structures corresponding
to each vertex v of type 2. All MQH subgroups of G can be obtained as G ∩ Qg,
where Q is a QH subgroup of FR(Ω′v) for some v and Ω′v and G ∩ Qg has finite
index in Qg. Then this subgroup Qg belongs to the factor in a free decomposition
of FR(Ω′v) and we will consider this factor K = FR(T ) instead of FR(Ω′v). By Lemma
3.13 all intersections of conjugates of two subgroups can be found effectively.

Lemma 13.9. Let Q be a family of MQH vertex subgroups of a freely inde-
composable fully residually free group G (modulo subgroups K1, . . . ,Ks) Then each
Q ∈ Q is conjugated to one of the QH subgroups for K.

Proof. For a discriminating family of solutions Ψ of U = 1 which is positive
unbounded with respect toQ equation T has a solution. A discriminating subfamily
Ψ1 of Ψ which is also positive unbounded with respect to Q factors through one
of the systems Ui = 1 from Theorem 9.3. By the Implicit function theorem ([40],
Theorem 12, see also [45], Theorem 10) T has a solution which takes subgroups
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from Q to subgroups from Q′ in some group obtained from FR(Ui) by adding roots
of a finite number of elements from abelian vertex groups and by extending FR(Ūi)

by some group without sufficient splitting. Therefore elements of QH subgroups of
K that have QH subgroups of G as finite index subgroups actually coincide with
these QH subgroups of G, and Q = Qg

i . ¤

We constructed Ωv for a discriminated family of solutions of U = 1 and
length functions Lβ , the infinitely long variables cannot disappear in the process
of construction of TJSJ , therefore each abelian vertex group of G will be seen in
some periodic structure of FR(Ω′v). Suppose an abelian group is given by relations
[yi, yj ] = [yi, u] = 1, i, j = 1, . . . , r. After we replaced length function Lβ by `β we
have a solution y1 = uN , . . . , yr = uNr

for an increasing sequence {N}. Therefore
each abelian vertex group of G is conjugated into an abelian vertex group of FR(Ω′v)

that corresponds to a periodic structure. If for a periodic structure the set of cy-
cles c̄(2) contains at least one cycle, then by Lemma 6.7, c̄(1) and c̄(2) generate an
abelian vertex group of FR(Ω′v), and each abelian vertex group of G is conjugated
into one of the abelian groups obtained this way. The proposition is proved. ¤

13.4. Recognizing rigid subgroups. First we discuss how to construct a
JSJ decomposition of G modulo F . Let D be a cyclic [abelian] such JSJ decompo-
sition of G = FR(U). Consider a discriminating family of solutions for U = 1 which
for each edge group Ge of D contains infinitely increasing powers of the correspond-
ing canonical Dehn’ twists. If the edge group is non-cyclic abelian with generators
y1, . . . , yk, then we take infinitely increasing powers of the product of Dehn’ twists
corresponding to yN

1 , . . . , yNk

k . Each solution from this family we pre-compose with
a positive unbounded family of solutions for each MQH subgroup of G and a family
of solutions of the form y1 = uN , . . . , yr = uNr

for an increasing sequence {N} for
each abelian vertex group of G given by relations [yi, yj ] = [yi, u] = 1, i, j = 1, . . . , r.
All Dehn’s twists that we consider fix elements from F . For different edges of D
corresponding canonical Dehn’s twists commute, they also commute with canonical
automorphisms corresponding to MQH and abelian vertex groups. Since all solu-
tions of U = 1 factor through a finite number of generalized equations, there is a
generalized equation Ω such that a family of solutions with the properties described
above factors through this generalized equation. In this case we will have a HNN
splitting of FR(Ω′v) and, therefore, a splitting of K that induces the splitting of G
along e. We are able now to construct effectively an abelian JSJ decomposition
for G. Considering different possibilities for periodic structures we have different
decompositions for FR(Ω′v). Each such decomposition consists of several abelian
and QH vertex groups, one non-abelian non-QH vertex group, and some edges cor-
responding to HNN extensions. A JSJ decomposition D of G is induced by one
of the decompositions of FR(Ω′v), which we denote by D(Ω′v). In addition we al-
ready know all QH and abelian vertex groups for D. Denote by S the non-abelian
non-QH vertex group in the decomposition D(Ω′v), by wS the corresponding vertex
and by t1, . . . , tk the stable letters corresponding to edges with initial and termi-
nal vertex wS . We know that each rigid subgroup in the JSJ decomposition of
G is the intersection of G with Sti1 ...tij where the product ti1 . . . tij depends on
the choice of the maximal subforest with rigid vertices and maximal subtree in the
graph corresponding to the JSJ decomposition D of G. Let T be the Bass-Serre
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tree corresponding to D(Ω′v). We can effectively construct the induced decomposi-
tion of G by Theorem 3.17. After we obtained induced abelian decompositions for
different leaf vertices of TJSJ and for different periodic structures associated with
the same vertex, we can unfold them and we have to decide which of the induced
decompositions is a JSJ decomposition of G. We can compare QH and abelian
vertex groups for different induced decompositions and choose the ones with maxi-
mal family of such subgroups. We can transform all these decompositions into the
form with the same QH and abelian vertex groups. If all the rigid vertex groups
of such a decomposition are elliptic in all the other decompositions, then it is an
abelian JSJ decomposition. Denote it by D. This decomposition is unique up to
slidings, conjugations, and modifying boundary monomorphisms by conjugation.
We can now collapse all edges with non-cyclic edge groups and obtain a cyclic JSJ
decomposition.

Similarly we obtain an abelian JSJ decomposition modulo subgroups K1, . . . , Ks.
To construct a cyclic [abelian] JSJ decomposition D of G (not modulo F ) we

fix one of the rigid subgroups of D (if exists) and begin with a discriminating family
of solutions that contains increasing powers of Dehn’s twists for all the edges of D,
where all Dehn’s twists fix elements of this subgroup. The rest of the argument
is the same. In the case when D does not have rigid subgroups, we begin with a
discriminating family of solutions for U = 1. Indeed, in this case all the edges have
an abelian group as one of the vertex groups, and, therefore, they “will be seen” in
some decomposition of some of the FR(Ωv′).

14. Homomorphisms into NTQ groups

The following result was proved in [41]. It can be obtained by applying the
elimination process to equations over an NTQ group (with regular free Lyndon
length function) as described in Subsections 13.1 and 13.2.

Theorem 14.1. Let G be a finitely generated group and N an NTQ group.
Then:

(1) there exists a complete canonical Hom(G,N)-diagram C;
(2) if N is a fixed subgroup of G then there exists an N -complete canonical

HomN (G,N)-diagram C.
Moreover, if the group G is finitely presented then the Hom-diagrams from (1) and
(2) can be found effectively.

This theorem implies the following result

Corollary 14.2. Let G be a finitely generated group and H an F-group. Then:

(1) there exists a complete canonical Hom(G,H)-diagram;
(2) if H is a fixed subgroup of G then there exists an H-complete canonical

HomH(G,H)-diagram.

15. Some applications to equations in F-groups

Consider monomorphisms from F-group G to F-group H. One can define an
equivalence relation on the set of all such monomorphisms: monomorphisms φ and
ψ are equivalent if ψ is a composition of φ and conjugation by an element from H.
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Theorem 15.1. Let G [respectively, H] be a non-abelian F-group, and let A =
{A1, . . . , An} [respectively, B = {B1, . . . , Bn}] be a finite set of non-conjugated
maximal abelian subgroups of G [respectively, H] such that the abelian decomposition
of G modulo A is trivial. The number of equivalence classes of monomorphisms from
G to H that map subgroups from A onto conjugates of the corresponding subgroups
from B is finite. A set of representatives of the equivalence classes can be effectively
found.

Corollary 15.2. Let G be a non-abelian F-group, and let A = {A1, . . . , An}
be a finite set of maximal abelian subgroups of G. Denote by Out(G;A) the set
of those outer automorphisms of G which map each Ai ∈ A onto a conjugate of
it. If Out(G;A) is infinite, then G has a non-trivial abelian splitting, where each
subgroup in A is elliptic. There is an algorithm to decide whether Out(G;A) is finite
or infinite. If Out(G;A) is infinite, the algorithm finds the splitting. If Out(G;A)
is finite, the algorithm finds all its elements.

Let G,H,A,B be as in the formulation of the theorem. Let

G = 〈x1, . . . , xk | r1(x1, . . . , xk) = 1, . . . , r`(x1, . . . , xk) = 1〉.
Let Ai = 〈ai1, . . . , aiki〉, Bi = 〈bi1, . . . , biki〉, i = 1, . . . , ki. Let Ci be a cyclic group
generated by ci if Ai is cyclic, and free abelian group generated by ci1, . . . , ci,2ki

otherwise.

Lemma 15.3. Let G,H,A,B be as in the formulation of the theorem, C1, . . . , Cn

be free abelian groups as above. Let

K = 〈G,H,C1, . . . , Cn, t1, . . . , tn | tn = 1, ati
i1 = ci = bi1, if ki = 1,

ati
ij = ci,ki+j , bij = cij , if ki 6= 1, i = 1, . . . , n, j = 1, . . . , ki〉.

Then the reduced graph of groups ∆ that corresponds to the given presentation of
K is an abelian JSJ decomposition of K modulo H.

Proof. Let ∆̃ be the Bass-Serre tree corresponding to ∆, and let Y be a
minimal K-tree. Assume that H ⊂ K is elliptic when acting on Y . It follows that
Bi is conjugated to an elliptic subgroup, therefore is an elliptic subgroup itself, for
each i. Therefore each Ci and Ai is an elliptic subgroup. Now, suppose that G is
not elliptic when acting on Y . In the non-trivial splitting that G inherits from its
action on Y , each subgroup Ai is elliptic, a contradiction to our assumption that
the decomposition of G relative to A is trivial. Hence, G is elliptic when acting
on Y . Therefore, the vertex v (or wi) fixed by G [or Ci] in ∆̃ can be mapped to
a vertex fixed by G [or Ci] in Y . If y ∈ Y (or yi ∈ Y ) is a vertex fixed by G
[or Ci], then the edge joining v and ti.wi can be mapped to the path joining y
and the vertex fixed by tiCit

−1
i . Thus, we have defined a simplicial map from the

extended fundamental domain of ∆̃ to Y . Extend this map equivariantly to obtain
a simplicial map from ∆̃ into Y . Since Y is a minimal G-tree, this latter map is
onto; the claim follows. ¤

Proof of the theorem. Consider the following system W = 1 of equations
in variables x1, . . . , xk, y1, . . . , yn over H:

r1(x1, . . . , xk) = 1, . . . , r`(x1, . . . , xk) = 1, ayi

i1 = bi1, if ki = 1,

[ayi

ij , bis] = 1, if ki 6= 1, i = 1, . . . , n, yn = 1,
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where ai1, . . . , aiki are generators of the subgroup Ai of G written in variables
x1, . . . , xk, and bi1, . . . , biki

are generators of the subgroup Bi of H written in vari-
ables h1, . . . , hm. If the system W = 1 is irreducible, then K = HR(W ). If W = 1
is not irreducible, then V (W ) is a union of irreducible subvarieties over H. De-
note by W1 = 1, . . . ,Wt = 1 the systems that define these subvarieties. Suppose
that there is Wj = 1 such that the canonical H-homomorphism from HR(W ) onto
HR(Wi) is a monomorphism on G (we can verify this effectively). Since we will con-
sider systems Wj = 1 independently, we skip the index now and will write W = 1
instead of Wj = 1. Let the subgroups Ci be mapped into free abelian subgroups
C̄i = 〈ci1, . . . , citi

〉, and let Zi = 〈zi1, . . . , ziki
〉 be the image of Ai in C̄i. Notice

that Zi and Bi generate C̄i. Then HR(W ) has the following presentation:

〈G,H, C̄1, . . . , C̄n, t1, . . . , tn | tn = 1, ati
ij = zij , bij = cij , i = 1, . . . , n, j = 1, . . . , ki〉.

Indeed, this group is embedded into a series of extensions of centralizers of the
image of K in HR(Wj), therefore it is fully residually free and is itself HR(Wj).

Similarly to Lemma 15.3 one can show that the reduced graph of groups ∆ that
corresponds to the given presentation of HR(W ) is a JSJ decomposition of HR(W )

modulo H.
The group H can be canonically embedded into an NTQ group N (see Section

9). One can define a free regular Lyndon’s length function from N onto Λ = Zm

which is also a free length function on H (Section 12). Denote this length function
by `.

Consider a parametric generalized equation Ω for W = 1 with H-bases as
parameters. We consider only those generalized equations Ω for which G 6 FR(Ω) 6
NR(Ω). Construct the tree T (Ω) as described in Subsection 5.3 with respect to the
length function `. The tree will be the same as in Section 13.1. It is enough to
trace possible paths in T (Ω) for a minimal solution of W = 1 such that the values
of yi are commensurable with the value of maximal elements in Bi. Indeed, when
we take a minimal solution we only change values of yi and conjugate G. Denote
the subtree corresponding to these paths by T ′(Ω). In this case, constructing the
subtree T ′(Ω), we do not have to consider infinite branches corresponding to Cases
15 and 12. Indeed, even if FR(Ω) contains a QH subgroup Q, by Lemma 2.13, the
group HR(W ) is conjugated into some subgroup Pi from Lemma 2.11, therefore we
can consider only minimal solutions of Ω with respect to Q. If, reducing Ω to the
terminal equations we obtain some free variables because the boundary between
the variables hi and hi+1 does not touch any base, we can consider ker(Ω) instead
of Ω. Indeed, in this case H̄R(W ) is embedded into FR(ker(Ω)). Therefore Cases
7–10 ( Subsection 5.3) can only appear a bounded number of times in the subtree
T ′(Ω) corresponding to the actual paths for a minimal solution. Hence this subtree
is finite.

In the leaf vertices v of T ′(Ω) we obtain generalized equations of four types:

1) generalized equations Ωv with intervals labelled by generators h1, . . . , hm

of H;
2) generalized equations Ωv such that FR(Ωv) is a proper quotient of FR(Ω),

and the image of G in FR(Ωv) is a proper quotient of G;
3) generalized equations Ωv such that FR(Ωv) is a proper quotient of FR(Ω),

and the image of G in FR(Ωv) is isomorphic to G;
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4) generalized equations Ωv with vertex v of type 2, such that the solution
can be taken minimal with respect to all the periodic structures.

Therefore in the terminal vertices of T ′dec(Ω) ( Subsection 7.5) we only have Cases
(1)–(3). In Case 1) we solved the generalized equation Ω in N , and we just have to
check whether the image of G belongs to H and is isomorphic to G.

In Case 2) we cannot have a monomorphism from G to H, so we do not con-
tinue. In Case 3) we apply the leaf-extension transformation ( Subsection 9.1) at
this leaf vertex. Let K̄ be the image of HR(W ) in FR(Ω). The group K̄ is freely
indecomposable modulo H. Moreover, a JSJ decomposition of K̄ modulo H either
has two vertices stabilized by G and H and vertices with abelian vertex groups
that are images of C̄1, . . . , C̄n or has one vertex with the stabilizer containing H
and the image of G and some vertices with abelian vertex groups. Therefore, we
again only consider minimal (and commensurable with elements of edge groups in
the decomposition of K̄) solutions of Ωv with respect to the groups of canonical
automorphisms. The number of times when we have case 3) is finite. Therefore
after a finite number of steps we either show that there are no solutions of W = 1
which are monomorphisms on G or end up with Case 1). We now check which
solutions of W = 1 in N belong to H. This can be done effectively by Theorem
3.12. ¤

Applying the elimination process to a finite system of equations and inequalities
(with constants) in an NTQ group one can also prove the following result.

Theorem 15.4. There is an algorithm to solve finite systems of equations and
inequalities in an NTQ group. The universal theory (with constants) of an NTQ
group is decidable.
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