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-Do such results have applications elsewhere?
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The main engine for our results:
You can't say anything about the complement of an r.e. set!
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(We say nothing about the behaviour of $g$ when the input is not 'valid'.)
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Fix any $k>0$. Then there is no algorithm that, on input of a finite presentation $P=\langle X \mid R\rangle$ of a non-trivial group $\bar{P}$, outputs a word $w$ on $X$ of length at most $k$ such that $w$ is non-trivial in $\bar{P}$.

So if there was an algorithm to output a non-trivial element from a non-trivial group, then there would be no bound on the length of the words which it could output. Hence, knowing a group is non-trivial is NOT enough to be able to algorithmically output a non-trivial generator (which is the first place one would naively look for a non-trivial element).
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There is no algorithm that, on input of two finite presentations $P=\langle X \mid R\rangle$ and $Q=\langle Y \mid S\rangle$ such that $\bar{P}$ embeds in $\bar{Q}$, outputs an explicit map $\theta: X \rightarrow W(Y)$ such that $\theta$ extends to an embedding $\bar{\theta}: \bar{P} \hookrightarrow \bar{Q}$.
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Just take $Q$ to be a presentation of a group with torsion of order $n$. Then $\overline{\left\langle t \mid t^{n}\right\rangle}$ embeds in $\bar{Q}$. But being able to construct such an embedding would enable us to identify a torsion element (the image of $t$ ), which contradicts the previous lemma.
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## Proof.

Just take $Q$ to be a presentation of a group with torsion of order $n$. Then $\overline{\left\langle t \mid t^{n}\right\rangle}$ embeds in $\bar{Q}$. But being able to construct such an embedding would enable us to identify a torsion element (the image of $t$ ), which contradicts the previous lemma.

So knowing that $\bar{P}$ embeds in $\bar{Q}$ is not NOT sufficient to construct such an embedding. Compare this with the fact that:

1. Knowing $\bar{P}$ surjects onto $\bar{Q}$ is enough to construct a surjection.
2. Knowing $\bar{P} \cong \bar{Q}$ is enough to construct an isomorphism.
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There is a recursive procedure that, on input of a finite presentation $P=\langle X \mid R\rangle$ of a group, constructs a finite triangulation $M(P)$ of a closed 4-manifold with the following properties:

1. $\pi_{1}(M(P)) \cong \bar{P}$.
2. If $P$ and $Q$ are finite presentations, then $M(P * Q)$ is homeomorphic to the connect sum $M(P) \# M(Q)$.

Combining this with our first group theory lemma regarding splitting $\Pi_{n, a} * \Pi_{n, b} * \Pi_{n, c}$, and the fact that we can 'read off' a presentation for the fundamental group of a finite triangulation, we get:
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There is no algorithm that, on input of a finite triangulation of a closed 4-manifold $M$ which splits as a connect sum of two non-simply connected manifolds, outputs two finite triangulations of non-simply connected closed 4-manifolds $M_{1}, M_{2}$ whose connect sum is homeomorphic to $M$.
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There is no algorithm that, on input of a finite triangulation of a closed 4-manifold $M$ which splits as a connect sum of two non-simply connected manifolds, outputs two finite triangulations of non-simply connected closed 4-manifolds $M_{1}, M_{2}$ whose connect sum is homeomorphic to $M$.

So just knowing that a 4-manifold splits as a connect sum of non-simply connected pieces is NOT enough to be able to split it as such. (If we could, then the Markov construction would allow us to split $\left.\Pi_{n, a} * \Pi_{n, b} * \Pi_{n, c}\right)$.

We can also apply the Markov construction to carry over some of our other algorithmic results from algebra to geometry.
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## Corollary (C. 2010)

There is no algorithm that, on input of a finite triangulation of a closed 4-manifold $M$ such that $\pi_{1}(M)$ has torsion, outputs an essential loop $\gamma$ in $M$ which represents a torsion element in $\pi_{1}(M)$.

We can also apply the Markov construction to carry over some of our other algorithmic results from algebra to geometry.

## Corollary (C. 2010)

There is no algorithm that, on input of a finite triangulation of a closed 4-manifold $M$ such that $\pi_{1}(M)$ has torsion, outputs an essential loop $\gamma$ in $M$ which represents a torsion element in $\pi_{1}(M)$.

If we could do this, then the Markov construction would allow us to construct a torsion element in any finite presentation of a torsion group, which we showed impossible in our earlier lemma.

Full details of the material presented here can be found in the preprint:
M. Chiodo, Finding non-trivial elements and splittings in groups, arXiv:1002.2786v3 (2010).

