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- Many hard problems are based on infinite groups
- This makes probabilistic modeling difficult
- Average-case hardness for many problems seems to be not well-understood


## Goal

Inspired by the success of LWE and lattice-based cryptography, we seek a new source of viable intractability assumptions from learning problems in group theory.
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## Definition
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## Question

Can similar learning problems yield viable intractability assumptions based on group theory?

## LWE Over Groups

Vector Spaces
Groups
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## Example

Abelian groups can be seen as the variety corresponding to the equation

$$
X Y=Y X
$$
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$$
\begin{aligned}
{[X, Y] } & =1 \\
X^{p} & =1
\end{aligned}
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then the free objects are exactly $\mathbb{Z}_{p}^{n}$, which are the objects of study in LWE (if $p$ is prime).

## Question

What happens if the $[X, Y]=1$ equation is removed? ${ }^{a}$ In general, the answer is not so simple...

$$
\text { a Note: }[X, Y]=X^{-1} Y^{-1} X Y
$$
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## Notation

For the variety of groups defined by the equation $X^{m}=1$, denote the free group on $n$ generators in this variety by $B(n, m)$.

Determining the finiteness of $B(n, m)$ is known as the Bounded Burnside Problem.

For $n>1$ and for sufficiently large $m$, it is known that $|B(n, m)|=\infty$, yet for small $m$, our understanding is far from complete:

$$
\begin{aligned}
& B(n, 2) \\
& B(n, 3) \\
& B(n, 4) \\
& B(n, 5) \\
& B(n, 6) \\
& B(n, 7)
\end{aligned}
$$

Finite (also abelian)
Finite
Finite
Unknown
Finite
Unknown

## Our Approach

We will use $B(n, 3)$ as a starting point for our investigation: it is the simplest case yielding finiteness + non-abelian.
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## Corollary

Given the above normal form, we see that the order of $B(n, 3)$ is

$$
3^{n+\binom{n}{2}+\binom{n}{3}}
$$
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Recall the setup:

$$
\begin{gathered}
G_{n} \xrightarrow{\varphi \leftarrow_{\leftarrow}^{\S} \Phi_{n}} P_{n} \\
a \leftarrow_{\leftarrow}^{\S} \Gamma_{n} \longmapsto(a) e, e \leftarrow_{\leftarrow}^{\leftarrow} \Psi_{n}
\end{gathered}
$$

## Instantiating the Abstract Learning Problem

- $G_{n}:=B(n, 3)$
- $P_{n}:=B(r, 3), r<n$
- $\Phi_{n}:=\mathbf{U}(\operatorname{hom}(B(n, 3), B(r, 3)))$
- $\Gamma_{n}:=\mathbf{U}(B(n, 3))$
- $\Psi_{n}$ :=???

The error distribution requires more care...
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This allows one to transform $\mathbf{A}_{\varphi, \psi}$ over $B(n, 3) \times B(r, 3)$ to $\mathbf{A}_{\varphi^{\prime}, \psi^{\prime}}$ over $\mathbb{F}_{3}^{n} \times \mathbb{F}_{3}^{r}$ for some induced error distribution $\Psi^{\prime}$. Hence the $B(n, 3)$ LWE is no harder than the vector space LWE with the induced error $\Psi^{\prime}$.
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In light of the preceding, we'll select an error distribution so that the abelianization construction takes $\mathbf{A}_{\varphi, \psi}$ to the uniform distribution $\mathbf{U}\left(\mathbb{F}_{3}^{n} \times \mathbb{F}_{3}^{r}\right)$.

## $\Psi_{n}$

Let $\mathbf{v}{ }_{\leftarrow}^{\varsigma} \mathbb{Z}_{3}^{r}$ and let $\sigma \stackrel{\varsigma}{\leftarrow} S_{r}$ be a permutation. A sample from $\Psi_{n}$ is an element

$$
e=\prod_{i=1}^{r} x_{\sigma(i)}^{v_{i}}
$$

where the $\left\{x_{i}\right\}$ are the generators of $B(r, 3)$ and the $\left\{v_{i}\right\}$ are the components of $\mathbf{v}$.

Moreover, notice that the normal closure of $\operatorname{Support}(\Psi)$ is in fact the entire group $B(r, 3)$. Intuition: this leaves no apparent way to "factor out" the noise.
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- The secret key will be a homomorphism $\varphi$
- Encryptions of 0 will be noisy images of $\varphi$ (i.e., samples from $\left.\mathbf{A}_{\varphi, \psi}\right)$
- Encryptions of 1 will be "far" from a noisy image of $\varphi$
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## Required Ingredients

- Norm / distance metric on $B(r, 3)$
- "Large" diameter (must be able to distinguish noisy images from noise)
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## Cayley Graph

In response to our needs for a metric, we turn to the Cayley Graph.

## Idea

- Treat a group as a geometric object
- Vertexes are elements; edges are generators (and their inverses)
- The norm (denoted $\|g\|$ ) is just the graph distance from the identity element


Figure: Cayley graph of $F(\{a, b\})$.

## Diameter of $B(n, 3)$

Just given the order of $B(n, 3)$ alone, we can compute a simple lower bound on the diameter.

## Diameter of $B(n, 3)$

Just given the order of $B(n, 3)$ alone, we can compute a simple lower bound on the diameter.

## Lemma (Diameter of $B(n, 3)$ )

$\exists \tau_{n} \in B(n, 3)$ such that $\left\|\tau_{n}\right\| \in \Omega\left(\frac{n^{3}}{\log _{n}}\right)$.
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## Symmetric Cryptosystem

We can now proceed with a formal description of the cryptosystem.

## Precomputation

Run breadth-first search on the Cayley graph of $B(r, 3)$, recording the norm of each element.

Key-Gen( $n$ )

- Run setup for the group LWE problem to obtain $\varphi: B(n, 3) \longrightarrow B(r, 3)$
- Shared key: $\mathrm{SK} \doteq \varphi$
- Using the precomputation, select an element $\tau \in B(r, 3)$ of maximal norm

Symmetric Cryptosystem

## Enc(SK, $t$ )

To encrypt a bit $t$, select $(a, b) \stackrel{\varsigma}{\leftarrow} \mathbf{A}_{\varphi}, \psi_{n}$, compute

$$
b^{\prime} \doteq b \tau^{t}\left(=\varphi(a) e \tau^{t}\right)
$$

and output the ciphertext $c \doteq\left(a, b^{\prime}\right)$.

## Enc(SK, $t$ )

To encrypt a bit $t$, select $(a, b) \stackrel{\varsigma}{\leftarrow} \mathbf{A}_{\varphi, \psi_{n}}$, compute

$$
b^{\prime} \doteq b \tau^{t}\left(=\varphi(a) e \tau^{t}\right)
$$

and output the ciphertext $c \doteq\left(a, b^{\prime}\right)$.
$\operatorname{Dec}\left(S K,\left(a, b^{\prime}\right)\right)$
Compute $e^{\prime}=\varphi(a)^{-1} \cdot b^{\prime}$ and output $t=0$ if and only if $\left\|e^{\prime}\right\| \leq r$.

## Correctness

## Sketch

For any group $G$, the norm in the Cayley metric is well-behaved with respect to the group product: for all $a, b \in G$,

$$
\mid\|a\|-\|b\|\|\leq\| a b\|\leq\| a\|+\| b \| .
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Combining this fact with the Lemma on the diameter, we see that as $r$ grows, correctness is trivial.

## Correctness

## Sketch

For any group $G$, the norm in the Cayley metric is well-behaved with respect to the group product: for all $a, b \in G$,

$$
\mid\|a\|-\|b\|\|\leq\| a b\|\leq\| a\|+\| b \| .
$$

Combining this fact with the Lemma on the diameter, we see that as $r$ grows, correctness is trivial.
(Note: For small $r$, say $r=4$, a more careful calculation is required.)

## Security

## Theorem

Under the (decisional) LWE assumption for $B(n, 3)$, the proposed cryptosystem is IND-CPA secure.
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## Theorem

Under the (decisional) LWE assumption for $B(n, 3)$, the proposed cryptosystem is IND-CPA secure.

## Proof Sketch

Given a distinguisher $W$ that differentiates between $\mathbf{E}_{0}=\operatorname{Enc}(\mathrm{SK}, 0)$ of encryptions of 0 from $\mathbf{E}_{1}=\operatorname{Enc}(S K, 1)$ of encryptions of 1 , construct $W^{\prime}$ to distinguish $\mathbf{A}_{\varphi, \Psi_{n}}$ from $\mathbf{U}$ as follows. If given a distribution $\mathbf{R} \in\left\{\mathbf{A}_{\varphi, \psi_{n}}, \mathbf{U}\right\}$, create two distributions $\mathbf{R}_{0} \doteq \mathbf{R}$ and $\mathbf{R}_{1} \doteq \mathbf{R} \cdot(1, \tau)$ (i.e., $\mathbf{R}_{1}$ takes a sample ( $a, b$ ) from $\mathbf{R}$ and outputs $(a, b \tau)$ ).
Main point: if $\mathbf{R}=\mathbf{U}$, then $\mathbf{R}_{0}=\mathbf{R}_{1}=\mathbf{R}$, and if $\mathbf{R}=\mathbf{A}_{\varphi, \Psi_{n}}$, then $\mathbf{R}_{0}=\mathbf{E}_{0}$ and $\mathbf{R}_{1}=\mathbf{E}_{1}$.
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## Possible Remedies

- Perhaps there is a smarter error distribution $\Psi$ ?
- Naïve approach of restricting the support of $\Psi$ to the center of the group is not promising
- More generally, the error terms should not be contained in any proper normal subgroup

